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COMMENTS FROM ILS 2020 ORGANIZING CHAIR

Texas State University was really excited to host The Eight International Conference on Information, Logistics and Supply Chain - ILS 2020 -- April 22-24, 2020. The central theme of this edition was “Interconnected Supply Chains in an Era of Innovation.”

To reach competitive advantage in an era of constant innovation, organizations ought to develop infrastructure that integrates internal functions as well as relationships with suppliers, customers and all of the partners within integrated supply chains. Such theme to exchange research and practices on trends, vulnerabilities, and risks in obtaining integrated supply chains indeed became even more crucial in the unprecedent situation of the Pandemic COVID 19. Supply chain decisions provide appropriate responses to manage challenges and opportunities associated with innovative technologies, demand uncertainty, and deployment of all the shareholders concerned with the economic, social and environmental pillars of sustainability.

The 8th Edition of ILS 2020 conference was aligned to provide a remarkable opportunity for the academic and industrial community to discuss and share their experiences and developments under topics such as:

- Information and Decision Systems for Supply Chain Management
- E-supply Chain
- Logistics Planning and Management
- Logistics Sectors
- Supply Chain Design
- Supply Chain Management
- Supply Chain and Operations Analytics
- Capabilities in the Supply Chain

The Eight International Conference on Information, Logistics and Supply Chain - ILS 2020 to take place in Austin Texas, April 22-24, 2020 was cancelled on March 11, 2020 due to the COVID 19 pandemic. Such a difficult decision was taken after rigorous consideration and based on recent reports from the Centers of Disease Control (CDC) and World Health Organization (WHO) about the spread of coronavirus (COVID-19). Our primary concern was to protect everyone involved with the conference from contracting or spreading COVID-19. The decision to cancel the ILS 2020 conference was not made lightly; however, given that many of our participants and attendees come from Asia, Africa, Europe, US and Latin America holding the conference would result in unnecessary risk. Consultation was done with the ILS Board of Trustees, ILS Scientific Advisory Committee, local and state institutions, etc. before arriving to this decision.

Understanding that our registrants may be feeling disappointed about missing the opportunity to share their latest research developments, the ILS 2020 organizing committee and scientific committee chairs decided that accepted manuscripts of the registered participants as of March 11, 2020 will be available in the Proceedings of the Eighth International Conference on Information, Logistics & Supply Chain – ILS 2020.

ILS 2020 recognizes and greatly appreciates the hard work and dedication many of its members put into developing the conference — especially the Scientific Committee Chairs – Gülgün Alpan, Tahir Ekin, and Jesus Gonzalez-Feliu as well as the Scientific Committee members. They took care of the peer-review process of submitted manuscripts. We are equally grateful to the Industrial Committee Chairs, especially to Ana Badell and Jesus Jimenez for working diligently in selecting the industrial speakers and putting together panelist for forums with a variety of backgrounds in the topics of the ILS 2020 conference. Special thanks go to the Salah Elmaghraby PhD Student Competition Chairs and committee. We also appreciate the support and generosity from McCoy College of Business and our academic and industrial sponsors.

Looking forward to meeting you at future ILS conferences.

Cecilia Temponi, PhD
Chair of the ILS 2020 Organizing Committee.
Texas State University
San Marcos, TX 78666
COMMENTS FROM ILS 2020 SCIENTIFIC COMMITTEE CHAIRS

The call for papers for ILS 2020 was launched in April 2019, both for invited sessions and regular papers. Initial deadline for the submissions was September 15th, 2019, which was extended to October 15th due to numerous requests from the authors. We are grateful to the members of the scientific committee for their engagement and punctuality in the evaluation process so that we were able to notify the authors on December 15th 2019.

We received 77 papers from 24 countries for this 8th edition of the ILS conference:

23% of the articles were joint work from two or more countries: France and Morocco (4 articles), France and United States (2), Sri-Lanka and New Zealand (1), Pakistan and Hong Kong (1), France, Germany and Turkey (1), South Korea and United States (1), France and Canada (1), United States and China (1), Colombia and Spain (1), Colombia and France (1), Mexico and United States (1), Turkey and United States (1), Mexico and France (1), United Arab Emirates and Tunisia (1)

The remaining 77% are distributed as follows: Brazil (13 articles), France (13), United States (10), Canada (7), Morocco (3), Colombia (2), Italy (2), Germany (2), Chile (1), Belgium (1). India (1), Iran (1), Mexico (1), South Korea (1), United Kingdom (1).

The topic distribution of the submitted articles were as follows:

- Information and Decision Systems for Supply Chain Management (11)
- E-supply Chain (4)
- Logistics Planning and Management (6)
- Logistics Sectors (4)
- Supply Chain Design (7)
- Supply Chain Management (6)
- Supply Chain and Operations Analytics (9)
- Capabilities in the Supply Chain (3)
- Invited sessions (19)
- Student competition (8)

We are glad to have geographic and thematic diversity in the invited paper submissions which are scheduled in four sessions. The first invited session is titled “Logistics in Food Supply Chains”, and is proposed by João Gilberto Mendes Dos Reis (Paulista University, Brazil). The second invited session organized by Alexandra Lagorio (University of Bergamo, Italy). It focuses on innovative technologies for last-mile logistics and supply chains. The third session that focuses on ecommerce in urban freight and logistics is proposed by Miguel Figliozzi (Portland State...
University, USA). Last invited session is proposed by Evren Sahin (Centrale Supélec, France) with a focus on supply chain analytics.

The scientific committee is composed of 65 scholars from all around the world (see http://www.ils2020conference.com/committee for the exact list). All the papers are initially screened by one of the chairs, and then reviewed by at least two other members of the scientific committee. Out of 77 submissions, 3 of them are rejected prior to review, out of remaining 74, we are glad to publish 55 papers.

After the reviews were compiled, the papers were sent back to authors with revision requests. Once the authors submitted the revisions, chairs did another round of checks ensuring the reviewers’ feedback is addressed and incorporated into the revised version. We should emphasize that full responsibility for the paper rests with the author. The authors must have taken the necessary steps to obtain permission for using any material that might be protected by copyright. Papers that do not comply with the template were returned to the authors for corrections; however, the inclusion of the paper in the proceedings is subject to meeting the deadline required by the company publishing the proceedings. We are happy to emphasize that the proceedings is indexed by Scopus.

For the ILS 2020, we also programmed six exciting keynote speeches. Some of the keynote speakers were part of the Industrial Day and coordinated by the Industrial Committee Chairs;

- Ms. Ana Badell, COO of Beauty Counter, USA.
- Dr. Valerie Botta-Genoulaz, INSA, France.
- Dr. Jesus Jimenez, Texas State University, USA

The Keynote Speakers follow:

**Keynote speakers**

Ou Tang  
Editor for the International journal of production economics  
Professor of production economics  
Linköping University, Sweden  
**Title:** Text Mining for Data Collection in Production Economics Research

Jose Holguin-Vera  
Director Of The Center For Infrastructure, Transportation, And The Environment  
William H. Hart Professor
Title: Urban Logistics in Times of Rapid (and Unpredictable) Technological Change: The Good, The Bad, and The Ugly

Leonardo Bonanni
President & CEO
Source Map - USA

Title: Transparency in the Supply Chain: Blockchain

Patrick Gibbons
President
Emerson Group – USA

Title: 2nd Revolution of Convenience

Sila Çetinkaya
Department Chair & Professor
Cecil H. Green Professor Of Engineering
Southern Methodist University, USA

Title: Reengineering the Supply Chain via Integration and Coordination

Rafael Farromeque
Head Of Infrastructure Integration & Logistics Practice
Development Bank Of Latin America, Mexico

Title: Promoting Logistics Development in Latin America: Logistics Corridors as a tool for improving productivity

In these proceedings you will find all contributions (from regular and invited sessions) having submitted a final paper in the required format and having at least one author registered to the conference before the deadline related to their publishing was met. We thank all scientific and organizing committee members for their support and contribution and hope to having more exiting and interesting ILS conferences in next editions.

Gülgün Alpan, Tahir Ekin, Jesus Gonzales Feliu
Co-chairs of the Scientific Committee ILS 2020
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Dean of McCoy College of Business – Denise Smart

9:00 am – 10:15 am -- Plenary Speaker: Ou Tang -- ESC – Rennes, France
Text Mining for Data Collection in Production Economics Research

10:15 am – Break
10:30 am – noon – Parallel Sessions for Regular Papers & Invited Sessions – There are four parallel sessions

Noon – 1:30 pm – Lunch
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Urban Logistics in Times of Rapid (and Unpredictable) Technological Change: The Good, The Bad, and The Ugly

2:45 pm – 3:00 pm – Break
3:00 pm – 5:00 pm – Parallel Sessions for Regular Papers & Invited Session - There are three parallel sessions

5:00 pm – 6:00pm -- BOT & Scientific Committee join meeting

6:15 pm – 7:15 pm – Welcoming reception.

April 23 – Thursday
8:45 am – 9:00 am – Opening of the Industrial Day
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10:30 am – noon – Parallel Sessions for Regular Papers & Invited Sessions – There are four parallel sessions
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1:30 pm – 2:45 pm – Plenary speaker: **Rafael Farromeque – CAF, Mexico**  
*Promoting Logistics Development in Latin America: Logistics Corridors as a tool for improving productivity*
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Abstract. Demand and Capacity Management (DCM) is an elementary component of automotive supply chain management. The task of the DCM is to synchronize resource requirements resulting from expected or already realized market demand with capacities and restrictions of the supply chain and the production system. A major challenge for DCM lies in the uncertainty and volatility of the demands resulting from the large product variety. Information technology supports increasingly successfully the complex DCM processes, but all systems rely on an efficient and holistic product representation (information model). This contribution introduces such a product representation for a proactive DCM of the automotive industry, which for the first time integrates the new and changed dependencies among components originating from the digitization of the car.
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1. Introduction

Today, car manufacturers (original equipment manufacturers – OEMs) are offering a wide variety of models and options and are continually renewing the broad product range [1] to keep up with the strong international competition [2]. For example, the average number of possible variants of the five top-selling cars of German OEMs (Audi A4, BMW 3 Series, Mercedes C-Class, Opel Astra, Volkswagen Golf) is \(4.4 \times 10^{25}\) [3]. Customers have to deal with this diversity of variants and expect that car orders can be adapted until shortly before their production date and that a fast and precise delivery takes place [4, 5]. In production, every customer-ordered variant requires a different set of parts and modules. Today's cars are highly complex, with many rapidly evolving parts that have dependencies between each other. In consequence, the coordination of material and the related information-flow within the supply chain is a challenging and influential task in automotive logistics [6]. Especially, Demand and Capacity Management (DCM) as an integral part of logistics is responsible for the efficient allocation of demand requirements to available capacities, i.e. supplier capacities, production resources and material stocks [7]. If deviations between demands and capacities occur, it is the task of the DCM to identify, evaluate and initiate suitable countermeasures for resolving or avoiding critical situations [8]. Both, demands and capacities are regarded as variable factors and adjusted within defined restrictions [7]. Therefore, already nowadays, information technology supports increasingly successfully the complex DCM processes, but all DCM systems rely on an efficient and holistic information model covering all variants and processes – the product representation (PR). Generally, PRs are product knowledge decomposed into its elemental components (parts and options), where components are either physical or a non-physical artifact (service and software components) [9, 10]. In order to be able to translate customer orders into material demands, in the automotive PR for DCM, sales information (models and options), productions information (modules and parts), as well as logistics information (demands and capacities) have to be consolidated and connected [11]. Thus, automotive PRs are highly complex and crossfunctional. Furthermore, the requirements on these representations are continuously changing due to technological trends such as e-mobility and the digitization of cars [12]: Automotive components are getting obsolete (e.g. exhaust system in an electric vehicle), others change from physical to software components (e.g. navigation software components now running on a domain controller). Therefore, also the information to be held changes drastically. Moreover, today's PR does not document such dependencies sufficiently and these complex information is currently distributed over several systems in relational data structures [13]. In order to meet future challenges, this contribution presents an adaptable,
cross-functional and holistically integrated PR for automotive DCM, which has been validated in the German automotive industry. The next section provides an introduction to automotive DCM. Here, all relevant terms and concepts will be described. This is followed by an introduction to automotive PRs including a respective state of the art. Information needed in an efficient graph-based PR for the automotive DCM is structured in section 4. Afterwards, section 5 describes a concept for an efficient PR for the automotive DCM as well as the validation at a German OEM. This contribution closes with a summary and a description of future work.

2. The Automotive Demand and Capacity Management

This section gives a short introduction into automotive DCM. A more in-depth insight into the state of the art can be found for example in Temur et al. [14] or in Pawlikowski et al. [8]. The typical automotive DCM planning cycle is initiated by the sales department. Here, the forecasting and planning of mid-term future market demands are focused [15] covering the period from three to twelve months into the future [16]. In this first step, model volumes and option quotas (e.g., the proportion of models with xenon light or with a navigation system) are planned for all sales regions (models of a car series like the VW Golf further specify for example body type, engine and gear type). The basis for the planning is information of the automotive market (e.g., forecasts) and actual and historical orders [17–19].

In addition, the planning of sales quotas for options is influenced by strategies of each sales region, technical restrictions, strategic product decisions or anticipated customer preferences. The sales plan is then converted into a production program for all plants [17]. The consolidation of the planned demands with already existing orders, which are typically available for closer periods, is part of this step. Due to the variety of products, the planning effort for these steps is enormous. A typical mid-range series offers about 30 to 50 different car models with up to 200 options each. As a result, several thousand different volumes and up to 10 million associated option quotas have to be planned for only one series covering all sales regions and models over a certain time period [8]. In order to ensure the integrity of the plan, the compatibility of options for a respective model is given by technical rules (TECRules) must be considered thoroughly.

Resulting plans must then be aligned with production and supply chain. In order to balance demand and resource requirements with constraints and limitations, it is necessary to close the gap between demand information (models and option quotas) and capacity information which can be given model-wise, option-wise or part-wise [13, 16, 20]. For this step, bill of material rules (BOMRules) represent the connection between the car model with its configuration, i.e., options, and the derivable part demand. The totality of rules for a mid-range series amounts for about 15,000 TECRules and 600,000 BOMRules. Figure 1 illustrates how the gap between demand- and capacity information is bridged within a state of the art DCM.

![Figure 1: DCM bridges the gap between demand- and capacity information [8]](image)

But, a large proportion of the part demand depends not only on model volumes and quotas for options but on a specific combination of model, options and sales region. When fully specified orders are available, the gap between demand and capacity can easily be closed as fully specified orders allow the derivation of part demands by BOM explosion using BOMRules. However, due to the short order-to-delivery times
as opposed to long supply chain times in many cases, the DCM process has to work extensively on forecasts and plans rather than orders [15].

The planning itself is complex and challenging, due to the market dynamics, uncertainty in forecasting, the complexity of car configurations and the relationships between models, options and parts, the continuous changes of the product itself and changes in the supply chain [8, 21]. Additionally, it is characterized by conflicting goals. The sales department is under pressure to react to volatile markets, intensified global competitors and changing customer requirements. Therefore, flexibility and the ability to react to changes are required. In addition, production demands a stable production program that guarantees high capacity utilization and optimal operating results. Moreover, in order to proactively avoid bottlenecks and negotiate the optimal capacities and flexibility with suppliers, material planning aims to determine part demands as early as possible.

This conflict can be described as the dilemma of automotive DCM [22]. Numerous workshops and committee meetings between sales, program- and material planning try to solve all issues [17, 21]. There is no integrated, consistent data model here as each department uses its own data sources. Moreover, due to the long planning cycles of four to six weeks, there is a lack of flexibility in responding to market changes. In consequence, the program is manually adjusted between program releases and also after the program stop (i.e. within the so-called frozen period) [17]. Lack of program stability and lack of transparency about future part demands on the supply side are a result of these adjustments. The risk of bottlenecks increases and causes increased internal costs.

Concluding, DCM acts as an essential interface between market, production and supply chain processes [5, 23]. The ability to analyze and optimize quickly in the sense of a permanent willingness to plan is required [24] in order to handle variant diversity, process complexity and the dynamics inherent in the supply chain. One critical aspect is that the relevant product and planning information is complex, allocated to different departments and distributed across a number of systems. The various data elements such as TECRules, volumes, option quotas, BOMRules, capacity information and more are not integrated consistently. The first step to more efficiently support a proactive and fast DCM planning process is to transparently integrate all relevant information into a common information model, i.e. a cross-functional PR for DCM. The next sections gives the respective state of the art.

3. Automotive Product Representations

To ensure the alignment of demand and capacities in DCM the dependencies between components, car characteristics and planning information have to be depicted within a PR in a structured way [12]. In Fruhner et al. [13] further requirements on PRs based on upcoming challenges for the automotive industry have been defined: New dependencies such as the compatibility of software versions must be integrated in addition to already documented dependencies in BOMRules and TECRules. The integration of cross-functional information is necessary to support every phase of the product life cycle. Innovation cycles for products of new technologies are accelerating and the consistent compatibility of parts and modules must be ensured, especially as today electronic systems and their software are developed faster than car types. Consequently, a modularity of the PR is required. As the product car is becoming more and more complex, comprehensive and complex information has to be managed. And last, to identify possible bottlenecks quickly, transparent data structures are necessary to avoid internal expenses and a deterioration of the distribution to the customer.

Primarily, the product structure, which is a structured form of the product and its components, is an essential part of the PR [25]. But, as DCM processes synchronize market demands with capacities and restrictions of the supply chain and the production system, information on e.g. the relationship between planning information (planned model volumes, option quotas) and supply chain information (capacities and restrictions) is additionally required.

Today, the respective automotive data is typically stored in several distributed systems relying on relational data structures [13]. Relational database approaches easily lead to low transparency, contradictions and redundancy as the data is spread across multiple departments [26].

Considering the above illustrated requirements, other data structures might apply better regarding an efficient representation of the complex multi-dimensional and cross-functional information. One option is the Design Structure Matrix (DSM) [9, 26] which is already applied in automotive development. Nevertheless, a DSM merely visualizes one-dimensional relationships and does not allow to integrate additional cross-functional data, since its structure becomes easily intransparent in tabular form [10].
Semantic networks as another option can only map similar relationships between two data elements. No kind of hierarchy (as in automotive product structure prevalent) or an overall view can be integrated here. Thus, transparency and application are limited in complex data environments [26]. A promising approach is the widespread tree structure as presented for example by Kesper [27] and Schuh [25]. A disadvantage can be seen in the non-existing native modularity. Furthermore, tree structures, in general, can become very complex [27]. Nevertheless, ElMaraghy et al. [28] have introduced an approach with evolving parts/product families. Vegetti et al. [29] present a promising ontology-based approach. Relations of two or more components and more complex (partial) structures like hierarchies and sub-hierarchies can be realized within the more general graph structure [30], which support modularity better than tree structures. Both, tree structures and especially graph structures allow to integrate new dependencies in a structured way by adding new types of edges. With a little effort, by limiting the view on selected aspects, a transparent access to limited data can be realized. Concluding, graph structures may fulfill the identified requirements on PR but need to be designed carefully. Especially, ontologies as supplement open a new perspective on the integration of cross-functional information [13]. The next section methodically structures the information that needs to be represented in a PR for automotive DCM.

4. Information Needed in an Efficient Product Representation for Automotive DCM

Based on section 3, the DCM information will be structured with the focus on a graph-based PR. A successful and holistic DCM must be shaped in the form of a process and supporting system that allows the OEM to follow market changes in production and supply chain effectively and quickly. The departments mainly involved in the DCM process are sales, production planning and procurement/material planning. Today, regional and central OEM sales departments forecast sales volumes for models offered in the sales regions and corresponding proportions for selectable options, i.e. option quotas. Options can be aggregated by option groups (OGroup). While a large number of TECRules describe the combinability of options or OGroups for the respective models (e.g. BMW 3 series), the connection between fully configured models and corresponding part demands is described via the BOMRules. On the capacity side, there are restrictions originating from suppliers, the production system or distribution system [31]. Those restrictions exist at the parts level (e.g. capacity for a specific clip), option level (e.g. capacity for sunroofs) and model level (e.g. capacity for a specific car model) or a combination of these levels (capacity for sunroofs in a specific car model). The model and sales region define the car variant in the first place; therefore, they are important for the sales, procurement and production planning. Sales determines forecasts for future part demands, which procurement has to fulfill. Furthermore, the production planning plans the production for a specific sales region. [32] TECRules, which might change over time, have an effect on the sales department and on procurement as they depict the allowed combinability of options and OGroups [33]. Volumes and quotas are planned by the sales e.g. extract future demands in sales regions [15, 24]. As capacities have to be eventually adjusted, procurement and production planning need information about suppliers, capacities and parts [34]. Due to the high degree of configurability, options are of great importance for procurement and sales. In addition to the parts, the BOMRules are of great importance for determining capacities and for procurement (see section 2).

Concluding, resulting DCM information may be divided into the three interrelated partitions planning information, resource information and product information. In the product partition resides the automotive product with all offered models and possible configurations. It contains options, OGroups, TECRule and BOMRules [21, 35] and is enhanced by the concept of a variant clusters (VCluster) which is used to describe subsets of permitted variants that have common characteristic values. The planning partition contains planning scenarios, which describe when models in which quantities and with which equipment are to be produced. This typically refers to a sales and production program consisting of model volumes and associated option quotas for specific sales regions. The resource partition characterize all supplier capacities that are available from supplier side to meet the part requirements [20, 31] and also all relevant resource capacities within the production system. These information can be mapped to capacity corridors [36], which define the resource requirements in a certain time period (shift, day, week, month and year) which should neither exceed nor fall short of a defined or negotiated quantity.
As now the data elements have been structured, the interdependence must be discussed: *Models* consists of *VClusters*. *VClusters* is the aggregation of several car variants. All variants in a *VCluster* are characterized by a certain set of characteristics. *Volumes* that define the planned number of respective cars to be produced for a specific *sales region* are allocated to a *VClusters*. So, *Volumes* represent demand in *sales regions*. Furthermore, *VClusters* have *options*, which are used to characterize the car configuration, whereby *options* are part of an *OGroup*. Moreover, *options* might contain one or several other *options* and therefore support a hierarchical depiction of several *options*. *Options* are restricted by *TECRules*. Furthermore, for managing demand, *options* are planned by using *quotas*. *Quotas* are planned e.g. for *models*, *options* in *sales regions* or *options* for *models* in *sales regions*. Therefore, the *quota* is allocated to the *model*, *option* and *sales region*. *Parts* are derived from *BOMRules*, which refer to *option* combinations and these, in turn, refer to *models*. Furthermore, *parts* have *capacities*, which are defined by the supplier.

The automotive industry is facing two major trends. One the one hand, e-mobility causes changes in the physical car architecture [37]. On the other hand, the digitization of the car (e.g. autonomous driving) introduces new and changed dependencies (NC-Dependencies) among components (*options* and *parts*), e.g. the compatibility of hardware (HW) and software (SW) [12]. It is important to adequately document those NC-Dependencies when developing a PR for the automotive DCM.

In Fruhner et al. [12] a three-step approach (literature research, interviews and analysis of OEM data) has been followed which has lead in identification of NC-Dependencies. In DCM, information about the component version is highly relevant. Therefore, the information of the version of the HW and SW of a component must be made available to DCM. In today’s cars over 100 ECUs (electronic control units) are integrated to control various systems [38]. Less ECUs, but more domain controllers (DCs) are proposed for future car generations [39]. DCs have several advantages like the easy integration of SW modules from different partners and reduced complexity of the assembly system due to fewer part numbers [40, 41]. With the introduction of DCs, several HW components might be eliminated and replaced by SW running on the DC. For example, a DC for connected cockpits might host SW components like a radio and a navigation application [42]. But, due to the constantly shortening life cycle of components and electronic innovations, electronic components are constantly adapted within the model’s life cycle. This is already a major challenge and will continue to increase as the car becomes more and more digital. Concluding, when developing a new holistic PR, the information about the possibilities for updating HW or SW must be kept in the data.

As a result, six clusters of NC dependency have been identified: *SW Version* (A1), *SW Standard* (A2), *Possibility to update SW* (A3), *HW Version* (A4), *HW Standard* (A5) and *Possibility to update HW* (A6). As all of the derived NC-Dependencies regarding versions and standards relate to *options* and *parts*, which might consist of either HW, SW or both (A1, A2, A4, A5), they are assigned to the data elements *option* and *part*. Furthermore, the updateability (A3 and A6) will be integrated as well into *parts*, as components must be constantly adapted to the given structures. In *TECRules* the information of the HW and SW version needs to be integrated to ensure valid configurations among options (A1, A2, A4, A5).
Also, BOMRules need the same information to allow the correct derivation of parts within DCM. The other data elements derived in this section are not directly affected by NC-Dependencies.

For the resulting partitions, the discussed cross-functional information and the interdependencies and relations across and within are represented by a semantic network based ontology which is conglomerated in figure 2. The introduced data elements are represented by ellipses and relations by arrows. The rectangles represent simple containers for attributes. The relations connect two terms with each other and restrict them at the same time.

When integrating the relevant data from the original distributed data sources, each partition has to be structured in order to map the specific information without any loss of information. This prevents translation in the form of interpretation, so that maximum data quality is maintained when information is automatically transferred from existing IT infrastructures. Nevertheless, data optimization and cleaning are an essential process in this step to eliminate redundancies at the same time.

5. Concept and Validation of an Efficient Product Representation for Automotive Demand and Capacity Management

A modular DCM software-suite that instantiates the introduced approach for a holistic and integrated PR has been developed in a pilot project at a German OEM. The implementation uses a service-oriented architecture in order to react as flexibly as possible to new challenges. As the PR already supports the integration of the new and changed dependencies and options, unprecedented flexibility is already given in this aspect.

For the implementation, the in section 4 derived information model has been transferred into a Unified Modeling Language (UML) class diagram. Figure 3 depicts the structure of the new PR being implemented. All data elements are translated into classes. Additionally, a class option cluster (OCluster) has been added to allow the integration of the highly entangled hierarchical sub-structures of the automotive product structures. The interrelations between the different data elements have been designed on the basis of the findings presented in section 4.

![Figure 3: UML class diagram of the product representation](image-url)

The integration of new dependencies has been realized by adding the NC-Dependencies as attributes in the corresponding classes. The compatibility of SW can be analyzed by the SW version of both options and TECRrules. The support of cross-functional information is integrated by partitions. Modularity is supported as the OCluster might contain several options. The data structure is built upon given data structures, but by integration reduces inconsistencies and redundancies. In result, the comprehensive and complex information is more transparently managed. Given hierarchies within the data are depicted by OCluster and variants VCluster. Due to the natural partitioning of the information, a transparent data structure with responsibilities and views for the involved departments is given. The developed PR has been validated for its general use by all involved departments. First tests show that the PR supports an integrated and efficient DCM process. Part demand data from a typical production plan is derived in less...
than five seconds by application of the developed PR. Results of the calculation is presented in sophisticated diagrams, e.g. pivot tables and sankey diagrams.

6. Conclusion and Future Work

DCM is an integral task of automotive logistics. To ensure the availability of components, it is essential that the PR applied here provides transparent, holistic and cross-functional information and maps dependencies.

This contribution introduced an efficient PR for automotive DCM as a transparent, holistic information basis including NC-dependencies. In a first step, the dilemma of automotive DCM has been illustrated and the solution of an integrated PR has been motivated. In a next step, the relevant supply chain, product and planning information has been characterized. A following analysis of types of PRs lead to the results that graph structures are suited best as a basis for an automotive PR for DCM. Ontologies have been identified to open a new and different perspective for the integration of additional cross-functional information. Hence, the information needed in an efficient PR for the automotive DCM has been structured and transformed into an ontology as presented in section 4. Afterwards, the concept and validation of the efficient PR for the automotive DCM by an implementation at a German OEM has been described.

As a next step, KPIs shall be defined in order to compare more methodologically the benefits of the developed integrated information model with the typical DCM data structures and identify also further optimizations. An implementation at another OEMs is planned to validate the developed PR for its general applicability in automotive DCM. The applicability in other field of complex series production like the aviation or the machine building industry is also possible and shall be evaluated afterwards.
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Abstract. We consider a supply chain in which a seller produces a finished product and sells it on the marketplace of a retail platform. The seller may invest in Corporate Social Responsibility (CSR) to increase the market demand but has limited capital and no access to bank financing due to low credit rating. To mitigate the seller’s capital constraint, the retail platform offers financial loans to the seller choosing among three kinds of loan contracts: Credit limit, target rate of return, and interest rate discount based on CSR performance. We adopt a Stackelberg game to investigate the equilibrium decisions under each loan contract. The numerical examples reveal that all three contracts help improve the seller's CSR investment as long as consumer sensitivity towards CSR exists. In addition, the last one leads to the highest profitability of the overall supply chain and each member.
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1. Introduction

In today’s global business environment, suppliers are facing increasing pressure in their business operations. Consumers, governments, and other stakeholders are pressuring companies to be more responsible for their business operations due to the severe impacts of industrial activities on our environment and society [4]. In response to this, most suppliers are increasingly interested in CSR activities such as mitigating pollutant emission, improving working conditions, philanthropic donations to ensure their business practices to be socially responsible. These CSR activities have the potential to affect the consumers’ value perceptions and their intentions to purchase products [6, 7] and subsequently increase the market demand [1]. However, suppliers try to implement CSR into their business also need to incur substantial costs since the CSR programs can be costly. In addition to the external pressures to engage in socially responsible behavior, the supplier especially small and medium-sized firms are increasingly facing capital constraints that limit their ability to meet market demand as well as their sustainability performance. Consequently, suppliers often find themselves in need of short-term financing to support their operations. However, it is difficult for small suppliers to obtain financing from traditional bank because they have generally weak credit ratings and lack of sufficient assets to pledge as collateral. In efforts to manage capital constraint, some suppliers respond by cutting wages, reducing investments in working conditions and protecting the environment. This not only results in reducing SMEs’ CSR performance but also influences the performance of downstream firms along the entire supply chain [8]. Recognizing the difficulty or inability of small suppliers to obtain financial support, some retail platforms (hereafter, platforms) recently have started to offer small business loans to the suppliers who sell their products via the platform (hereafter, we call these suppliers as sellers). For example,
Amazon was the world’s largest e-commerce platform in terms of revenue and has launched in 2011 lending program to help sellers invest in operations (equipment, inventory, etc.). Through the lending program, Amazon offers short-term loans up to $750,000 exclusively for its sellers. In another example, Alibaba Group Holdings has adopted “Ant Micro Loan” to provide credit to small and micro-enterprises sellers in its ecosystem. Since 2011, this program has issued $64.42 billion to millions of SME sellers who are mostly in need of money. Other large retailers including eBay Inc’s PayPal, JD.com, and Best Buy, which run third-party marketplaces, are also turning to credit to boost their vendor base.

Impact of the lending program on the retail platform goes on both sides: on one hand, by supporting the sellers expand their operations the platforms boost sales growth and hence increase its revenues through a referral fee for each unit sold by the seller. In addition, the platform earns a loan interest payment from a borrowing seller. On the other hand, the platform faces the default risk (the risk that the sellers cannot pay its loans). Although the platforms can evaluate a seller’s credit risk more accurately than traditional banks thanks to their knowledge of historical transaction details and their past interactions with their sellers. In fact, the platforms still suffer a part of the loss when sellers are unable to pay back their loans. The default rate of the Amazon Lending program and Ant Micro Loan program are reported at 1.5% and 0.36%\(^1\), respectively. Therefore, understanding of the impacts of loan program on the platform’s performance as well as the performance of entire supply chain will provide useful insights for platforms on how to offer loans to its sellers. Furthermore, in an effort to build a sustainable supply chain, we are interested in assessing the impact of loan programs on the implementation of social responsibility of sellers, and how to design a loan program for improving the profits of the supply chain members and promoting supply chain sustainability?. Hence, this paper is designed to address the following questions: (1) what is the optimal loan terms which maximize the platform profit? (2) What is the impact of platform loan on the seller’s CSR decisions? (3) Can we design a lending program to achieve both increased profits and improved CSR performance? By addressing these research questions, this paper could make two following contributions: First, to the best of our knowledge, this study is the first to address issues at the interface of finance, operations, and sustainable development on Internet retailing. Second, from managerial insights, we show that the platforms can adopt the loan program as a financing mechanism to encourage the CSR performance of its capital-constrained sellers, and hence promote the supply chain sustainability.

The rest of this paper is organized as follows. Section 2 presents the problem definition and assumptions. In Section 3, we develop the mathematical models. Section 4 provides numerical examples with discussions. A summary of the findings are described in the last section.

2. Problem definition and assumptions

2.1. Supply chain structure

Consider a supply chain in which a seller (“she”) produces a finished product and sells it on the marketplace of a retail platform (“he”) over a single selling period at a price \(p\) which is assumed exogenous. The platform charges the seller a referral fee for each unit sold on the platform. The referral fee is an exogenously given percentage \(\gamma\) of the revenue. For each unit of any sold good on the platform, the platform keeps a fraction \(\gamma \in (0,1)\) of the revenue for herself and returns the rest \(1-\gamma\) to the seller. The seller’s unit production cost is \(c\) and there are no other costs to sell the product. All unmet demand is lost and the salvage value of leftover is zero. The seller may make a CSR investment \(y\) (on each unit of product) which potentially affected the market demand \(X\). In the subsection 2.3, we will detail the impact of the CSR investment on the market demand for the seller’s product. The costs of CSR investment are borne by the seller alone. Before each season, the seller is endowed with some initial capital \(B\) which are insufficient to support her desired operations, e.g., pay for the costs of production and CSR investment. In addition, this seller has no access to bank financing due to

\(^{1}\) https://www.reuters.com/article/us-amazon-com-loans-exclusive-idUSKCN0P90DW20150629
low credit rating and lack of collateral. Conversely, the platform has adequate funds to offer loans to the seller without borrowing from external channels.

2.2. Sequence of Events

At the beginning of selling period (referred to as time 0), the platform designs a general loan contract to offer to the seller. It is constructed as \( \{L, r\} \) where \( L \) is the credit limit and \( r \) is the interest rate that the platform charges the seller’s loan. The extreme case of \( L = 0 \) represents that seller does not receive a loan offer from the platform, and the extreme case of \( L = \infty \) represents that the platform is willing to lend the seller any amount she asks. In addition, the interest rate \( r \) may be constant or depends on the seller’s production quantity and/or CSR performance level. Facing a loan contract \( \{L, r\} \), the seller simultaneously decides the actual loan amount \( l \), the production quantity \( Q \), and CSR investment \( y \) on each unit of product such that \((c + y)Q \leq l + B \) and \( l \leq L \). That is the seller must make sure that she borrows enough to cover her costs of production and CSR investment, while considering the credit limit. At the end of selling period (at time \( t \)), the demand is realized. The platform collects a portion \( \gamma \) of the retail revenue, \( p \text{Min}\{Q, X\} \). The seller then makes the loan repayment (loan amount plus interest), \( l(1+r) \) to the platform from the remainder of the retail revenue (\( \gamma \)). However, if the seller’s retained sales revenue is not sufficient to fully repay the loan, such that \((1 - \gamma)p \), the seller then goes into default. In this case, the platform acquires the total revenue realized to recover the loan. In other words, we assume that the seller is an SME with limited liability, she commits to repay \( \gamma p \text{Min}\{Q, X\}, l(1 + r) \) to the platform at the end of the selling season.

2.3. Impact of CSR investment on the market demand

In this paper, it is assumed that the CSR activities can potentially allow the sellers to enhance, e.g., their reputation, brand, and trust, which in turn attract new customers and increase the market demand [3]. Therefore, we adopt a demand function after investing in CSR as \( X = \sigma[y]z + \mu[y] \), where \( z \) is a non-negative random variable that represents the market demand without CSR investment. That is, we assume the functions \( \sigma[y] \) and \( \mu[y] \) will take the values of one and zero at \( y \) equals to zero respectively (i.e., \( \sigma[0] = 1 \) and \( \mu[0] = 0 \)). When the seller invests into CSR activities (i.e., \( y > 0 \)), different forms of \( \sigma[y] \) combining with different forms of \( \mu[y] \) represent the manner that the CSR investment will influence the market demand. In addition, it is supposed that the uncertain market demand without CSR investment \( z \) having a cumulative distribution function \( F[\xi] \), a complementary cumulative distribution function \( \bar{F}[\xi] = 1 - F[\xi] \), and a probability density function \( f[\xi] \). Since the demand variance is non-negative, it is reasonable to assume that \( \sigma[y] \) is greater than zero for any \( y \), i.e., \( \sigma[y] > 0 \). Given this specification, the CSR investment affects both the demand mean and the demand variance simultaneously. As a result, it may change the CV of the demand. In the rest of this paper, we will simply denote \( \sigma \) as \( \sigma[y] \) and \( \mu \) as \( \mu[y] \). We also denote the first-order derivative of \( \sigma \) and \( \mu \) with respect to \( y \) as \( \sigma' \) and \( \mu' \) respectively.

3. Modeling and analysis

3.1. Non-financing benchmark

We first consider a benchmark in which the platform loan is not available and the seller does not access to capital market. In the benchmark case, the seller uses the entire initial capital to support her operations. The expected profit of the seller at time \( t \) can be calculated as

\[
E[\pi_s^t] = E[(1 - \gamma)p \text{Min}\{Q, X\} - (c + y)Q(1 + r_f)] - (c + y)Q(1 + r_f) \sigma\int - \bar{F}(\xi) d\xi \tag{1}
\]

and, the expected profit of the platform at time \( t \) is

\[
E[\pi_p^t] = E[\gamma p \text{Min}\{Q, X\}] = \gamma p \int - \bar{F}(\xi) d\xi \tag{2}
\]
Given \( \gamma \in (0,1) \), the seller solves the following constrained optimization problem:

\[
E[\sigma]\]

subject to

\[
(3)
\]

where the inequality (4) represents the seller’s capital constraint. Propositions 1 and 2 provide the optimal decisions in the benchmark case. Proofs of the Propositions in this paper are available upon request from the authors.

**Proposition 1:** When the seller has sufficient capital, the optimal operational decisions \( (Q, y) \) that maximizes the seller’s expected profit are given by the following simultaneous equations.

\[
\begin{align}
\left(\mu + \int \bar{F} d \bar{F}\right) - \\
\left(\int \bar{F} d \bar{F}\right) -
\end{align}
\]

\[
(5a)
\]

\[
(5b)
\]

**Proposition 2:** When the seller is capital-constrained, the optimal operational decisions \( (Q_0^*, y_0^*) \) that maximizes the seller’s expected profit are given by the following simultaneous equations.

\[
\begin{align}
f(\bar{F}) + (1 + r)(1 - \gamma)(\mu + \int_0^{\sigma^*} \sigma f(\sigma) d\sigma + f(\sigma^*) \sigma^*)
\end{align}
\]

\[
(6a)
\]

\[
(6b)
\]

Plugging either \( (Q, y) \) or \( (Q_0^*, y_0^*) \) back in (3) and (4), we obtain the first-best profit of the seller and the platform respectively.

### 3.2. Financing with platform loans

**3.2.1. The profit model under a general loan contract \( \{L, r\} \)**

The seller’s profit function at time \( t \), \( \pi \) can be constructed as

\[
- \gamma \pi \max\{1 - \gamma \pi M_{\sigma_0} \}
\]

\[
(7)
\]

The profit function for the platform at time \( t \), \( \pi \) is formulated as follows:

\[
\gamma \pi \max\{1 - \gamma \pi M_{\sigma_0} \}
\]

\[
(8)
\]

To calculate the expected profit, let \( \bar{X} \) be the seller’s default threshold (i.e., the minimal demand level that the seller can fully repay her loan obligation at time \( t \) (loan amount plus interest). Then the seller’s profit function at time \( t \) can be rewritten as

\[
\begin{align}
B(1) - \gamma \pi & \bar{X} \\
- \gamma \pi & \bar{X}
\end{align}
\]

and the platform’s profit function becomes

\[
\begin{align}
\gamma \pi & \bar{X} \\
\gamma \pi & \bar{X}
\end{align}
\]

Therefore, the expected profits the seller and the platform can be calculated as:
3.2.2. Equilibrium Solutions

We model the interaction of the platform and seller as a Stackelberg game with the platform as the leader. In the first stage, the platform moves first to make his decisions on the parameters of the loan contracts (i.e., the credit limit \( L \) and the interest rate \( r \)). In the second stage, given the platform’s offer \( \{L, r\} \), the seller simultaneously determines the loan amount \( l \), the production quantity, \( Q \), and CSR investment \( y \) to maximize her profit. Formally, the platform solves the following optimization problem:

\[
(P) \quad \max_{\pi, \{L, r\}} E[\pi] = \gamma p \left( \mu \int_0^{\bar{\gamma}} F(d\xi) \right) \gamma \left( \sigma \int_{\bar{\gamma}}^{\bar{x}} F(\xi) \right) \quad \text{subject to} \quad \gamma \int_{\bar{\gamma}}^{\bar{x}} F(\xi) \quad \bar{x} \in \mathbb{R} \]

where the platform’s objective function \( E[\pi] \) as presented in Eq.(10) and \( \{Q, y\} \) solves from

\[
(P) \quad \max_{\{Q, y\}} E[\pi] = \gamma p \left( \mu \int_0^{\bar{\gamma}} F(d\xi) \right) \gamma \left( \sigma \int_{\bar{\gamma}}^{\bar{x}} F(\xi) \right) \quad \text{subject to} \quad \gamma \int_{\bar{\gamma}}^{\bar{x}} F(\xi) \quad \bar{x} \in \mathbb{R} \]

where the seller’s objective function \( E[\pi] \) as presented in Eq.(9).

Constraint (12a) is seller’s capital constraint, a seller cannot spend more than what her initial capital and the loan can afford. Constraint (12b) ensures that the seller borrows within the credit limit. Problem (P) represents a two-level optimization problem, where the first level problem is associated with the platform, while the second level problem, the inner problem, is associated with the seller. Problem (P) must be solved to find the equilibrium decisions. However, the solution for the problem (P) depends on how the interest rate is determined (i.e., the interest rate is constant or depend on \( Q \) and/or \( y \)), and is hard to solve in general. Next, we consider three kinds of loan contracts based on how interest rates are determined in each loan contract. The three contracts are (1) the target rate of return (TRR), (2) the credit limit (CL), and (3) the interest rate discount based on CSR performance (CSR discount).

3.2.3. The TRR contract

In the TRR contract, the platform do not limit on the loan amount. Instead, the platform charges the seller an interest rate which makes the expected payoff from offering the loan to the seller yields a TRR that we denote by \( \bar{\gamma} \). Hence, for a given \( \bar{\gamma} \) the platform's interest rate \( r \) satisfies the following equation

\[
\bar{\gamma} = E[Min\{1 - \gamma p Min\{Q, X\}, l(1 + r)\}] \quad \text{(13)}
\]

By some expanding the terms, the Eq. (13) can be rewritten as

\[
\bar{\gamma} = \int_{\bar{\gamma}}^{\bar{x}} F(\xi) \quad \bar{x} \in \mathbb{R} \quad \text{(14)}
\]

Substituting Eq. (14) into the expected profit function the seller and the platform respectively, we simplify the expected profit of the seller and the platforms as

\[
E[\pi_s] = \gamma p \left( \mu \int_0^{\bar{\gamma}} F(d\xi) \right) \gamma \left( \sigma \int_{\bar{\gamma}}^{\bar{x}} F(\xi) \right) \quad \text{(15)}
\]

Proposition 3: In case \( \bar{\gamma} = r_T \), the seller’s optimal operational decisions under TRR contract are \( \{Q_1, y_1\} = \{Q^N, y^N\} \), which are exactly the decisions in the absence of capital constraints. The loan amount is respectively.

Corollary 1 shows that when the platform sets the TRR equal to the risk free interest rate, the seller makes her operational decisions like when she has enough capital, and then borrows the needed amount from the platform to support her operational decisions. Hence, we find that the performance of a capital-constrained supply chain under CSR dependent stochastic demand can be enhanced to the state without capital constraints when the platform by strategically setting the TRR at the risk free interest rate. In this case, it is clear that the seller always benefits when using the platform loans. However, the platform has no obligation to set a TRR at a risk-free rate. Instead, the platform as a leader decides on the TRR to maximize his profit.
Proposition 4: In case \( \mu = 0 \) and \( \lambda = 1 \), the platform expected profit function \( E[\pi] \) in Eq. (16) is a concave function of \( \hat{r} \), and there exists a unique \( \hat{r} \) that maximizes \( E[\pi] \). Moreover, the equilibrium decisions \( \{\hat{r}, \hat{L}\} \) are given by the following simultaneous two equations: 
\[
\hat{r} = \frac{r\hat{\delta}(Q) - f(Q)}{f\prime(Q)} \\
\hat{L} = \hat{F}^{-1}(1+\hat{r}).
\]

3.2.4. Credit Limit contract

In the CL contract, the platform establishes the maximum loan amount (i.e., \( L \)) the seller can borrow. The basic decision variables of the platform under this contract are CL and fixed interest rate (which does not depend on the seller’s decisions). Increasing CL allows the seller to increase the scale of her operations (production and investment in CSR). This leads to higher operation income for the platform. In the opposite effect, the platform could bear more loss in the event that the seller defaults. Therefore, we intuitively expect the existence and uniqueness of a CL that maximizes the profit of the platform for a given fixed interest rate, and the optimal CL be characterized by a balance between the platform’s operation income and the expected loss on the loan amount. Mathematically, the platform’s problem under the CL contract is the same as the Problem (P) presented in Section 3.2.2 where \( r \) does not depend on both \( Q \) and \( y \). To solve the problem (P) in this case, we rely on the assumption of the concavity of seller’s expected profit function with respect to \( Q \) and \( y \). Hence, we replace the inner problem by its corresponding Karush–Kuhn–Tucker (KKT) conditions and thus reduce the problem (P) into a single objective function of the platform with a set of constraints (KKT conditions). This optimization problem can be solved by continuing to use the KKT approach. However, we cannot reach a closed-form solution for optimal decision in the equilibrium. Thus, we resort to numerical analysis to develop more insights.

3.2.5. CSR discount contract

In the CSR discount contract, the platform encourages the sellers invest in CSR activities by reducing the interest rate when sellers increase their CSR performance. A higher CSR performance level corresponds to a lower financing interest rate. We propose a CSR discount contract under which the platform first releases a potential maximal interest rate \( R \) and then determines a final interest rate \( r \) according to the seller’s CSR performance level. That is \( r = R - \beta g(y) \), where \( g(y) \) represents seller’s CSR performance level corresponds to her CSR investment \( y \), and \( \beta \geq 0 \) represents sensitive coefficient of the seller’s CSR performance level to the interest rate. The basic decision variables of the platform in the CSR discount contract are the maximal interest rate and the sensitive coefficient. Mathematically, the platform’s problem under CSR discount contract as described in the Problem (P) where the constraint (12b) is removed, and the platform’s decision on the interest rate is converted into the decisions of the maximal interest rate and the sensitive coefficient. The analytical solutions of this kind of problems are also difficult. Therefore, we leave it to be resolved by a numerical method to get the equilibrium decisions the next section.

4. Numerical analysis

In this section, we investigate numerically the SC performance under the three loan contracts discussed, and develop more insights.

4.1. The market demand for seller’s product

We use a normal distribution for the demand without the CSR investment as \( N(a, b) \). The demand after the CSR investment is assumed to follow a normal distribution with mean \( ag(y) \) and standard deviation \( bg(y) \), where \( a, b \) are non-negative parameters since the CSR investment affects the demand’s mean and variance positively. The function \( g(y) \) is assumed to increase in \( y \) with \( g(y) \) representing the relationship between the CSR investment \( y \) for each product and the CSR performance level \( g(y) \). In this way, the more the CSR investment is, the higher the CSR performance level achieves [5]. The parameter \( a \) indicates the maximum increase in the demand mean due to the CSR investments while
parameter \( b \) captures the effect of CSR activities on increasing demand variance. We further use a modified version of the function proposed in [4] to establish the relationship between the CSR investment and the CSR performance level through \( g(y) = 1 + 1/(1 + 0.5^*y) \). It is also worth noting that the setting of the demand in our numerical study corresponds to a special case for the general demand function of the form \( D = \sigma[y] \xi + \mu[y] \) with \( \xi = \text{Normal}(\mu, \sigma) \), \( \mu[y] = \mu_0(a - b)g[y] \) and \( \sigma[y] = 1 + bg[y] \).

### 4.2. Impact of platform’s decisions on SC performance

In order to investigate the impact of platform’s decisions on the SC performance, some scenarios are investigated. Table 1 provides data for five investigated scenarios.

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Description</th>
<th>((\mu_0, \sigma_0))</th>
<th>((a, b))</th>
<th>(p)</th>
<th>(c)</th>
<th>(\gamma)</th>
<th>(B)</th>
<th>(r_l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>CSR has no impact on demand</td>
<td>100,40</td>
<td>(0,0)</td>
<td>30</td>
<td>18</td>
<td>0.15</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Low production cost and low demand variance</td>
<td>100,30</td>
<td>(1,0)</td>
<td>30</td>
<td>16</td>
<td>0.15</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>Low production cost and high demand variance</td>
<td>100,50</td>
<td>(1,0)</td>
<td>30</td>
<td>16</td>
<td>0.15</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>High production cost and low demand variance</td>
<td>100,30</td>
<td>(1,0)</td>
<td>30</td>
<td>20</td>
<td>0.15</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Scenario 5</td>
<td>High production cost and high demand variance</td>
<td>100,50</td>
<td>(1,0)</td>
<td>30</td>
<td>20</td>
<td>0.15</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 1 presents how the platform’s decisions effect the seller’s CSR investment. Fig. 1 also suggests that the platform can adopt different decisions in the loan contracts to encourage the CSR performance of their sellers.

![Figure 1: Impact of platform’s decision on seller’s CSR investment](image)

**Figure 1: Impact of platform’s decision on seller’s CSR investment**

Fig. 2 demonstrates the impact of the platform’s decisions on its profit under each loan contract. As can be observed in Fig. 2 (a), the platform’s profit is concave in its TRR for all scenarios. In Fig. 2 (b), we see that the shape of platform’s profit under the CL contract depends on the investigated scenarios. For example, the platform’s profit is a concave function in CL for scenario 5 while it is non-decreasing in CL for other scenarios. Note that both the seller’s production cost and the variance of demand are high in Scenario 5. Thus, these observations reveal that the increasing in CL is not always beneficial for the platform when facing with a seller with high production cost and demand variance. Through Fig. 2 (c) we find that the platform’s profit decreases with the sensitive coefficient in scenario 1 but becomes concave with the sensitive coefficient for other scenarios. Thus, the platform can improve their profit by lowering interest rate for the seller with high CSR investment but only when the CSR has positively impact on the demand.
4.3. Comparisons of different loan contracts

Table 2 indicates the equilibrium results in three different loan contracts for five investigated scenarios. Comparing the CSR investment decisions across these loan contracts, we see that for all scenarios the CSR investment is the highest in the CSR discount contract, followed by the TRR contract, while it is the lowest under the credit limit contract. Having observed the profit of platform and the whole supply chain also revealed that CSR discount contract generates the highest profit for the platform and the entire supply chain for all scenarios. Hence, the CSR discount contract not only maximizes the profitability of the platform, but also motive the seller invest more in CSR activities.

Although the CSR discount contract provides the entire SC network with more profit than other two contracts, we find that this contract does not increase the economic profitability of the seller. Among the three contracts discussed, the seller earns positive profit under the contracts of TRR and credit limit but gets zero profit under the CSR discount contract. Thus, from the perspective of the seller, she does not prefer the CSR discount contract when the contracts of credit limit and TRR are on the menu. We also would like to note that the profits of the platform and the seller are zero in the benchmark case for all five investigated scenarios since the initial capital of the seller is zero in these scenarios. Thus, CSR discount contract is the best choice for the platform in maximizing her profits while ensuring the seller’s participation when the seller’s initial capital is zero. In other words, facing with a zero-capital seller the platform prefers CSR discount contract and does not initiate both contracts of credit limit and TRR.

Table 2: Computational results in the equilibrium of the investigated scenarios for different contracts

<table>
<thead>
<tr>
<th></th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
<th>Scenario 4</th>
<th>Scenario 5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TRR contract</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>target rate of return</td>
<td>0.139</td>
<td>0.304</td>
<td>0.246</td>
<td>0.113</td>
<td>0.074</td>
</tr>
<tr>
<td>CSR investment</td>
<td>0.00</td>
<td>0.56</td>
<td>0.91</td>
<td>0.46</td>
<td>0.84</td>
</tr>
<tr>
<td>Seller’s profit</td>
<td>219</td>
<td>295</td>
<td>265</td>
<td>183</td>
<td>156</td>
</tr>
<tr>
<td>Platform’s profit</td>
<td>441</td>
<td>859</td>
<td>710</td>
<td>547</td>
<td>420</td>
</tr>
<tr>
<td>whole SC profit</td>
<td>661</td>
<td>1154</td>
<td>975</td>
<td>730</td>
<td>576</td>
</tr>
<tr>
<td><strong>Credit limit contract</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed interest rate</td>
<td>0.135</td>
<td>0.344</td>
<td>0.359</td>
<td>0.130</td>
<td>0.055</td>
</tr>
<tr>
<td>CSR investment</td>
<td>0</td>
<td>0.35</td>
<td>0.26</td>
<td>0.25</td>
<td>0.11</td>
</tr>
<tr>
<td>Credit limit</td>
<td>1582</td>
<td>1699</td>
<td>1580</td>
<td>1948</td>
<td>1291</td>
</tr>
<tr>
<td>Seller’s profit</td>
<td>310</td>
<td>271</td>
<td>218</td>
<td>189</td>
<td>227</td>
</tr>
<tr>
<td>Platform’s profit</td>
<td>428</td>
<td>890</td>
<td>723</td>
<td>564</td>
<td>246</td>
</tr>
<tr>
<td>whole SC profit</td>
<td>738</td>
<td>1161</td>
<td>941</td>
<td>753</td>
<td>473</td>
</tr>
<tr>
<td><strong>CSR Discount contract</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The maximal interest rate</td>
<td>0.498</td>
<td>0.500</td>
<td>0.520</td>
<td>0.340</td>
<td>0.350</td>
</tr>
<tr>
<td>sensitive coefficient</td>
<td>0.180</td>
<td>0.330</td>
<td>0.340</td>
<td>0.358</td>
<td>0.380</td>
</tr>
<tr>
<td>CSR investment</td>
<td>0.02</td>
<td>1.31</td>
<td>1.35</td>
<td>1.63</td>
<td>1.76</td>
</tr>
</tbody>
</table>
When the seller has some initial capitals, she can get a positive profit by using her entire fund in the benchmark case. Hence, we continue investigate whether both SC members are better off with the CSR discount contract in case the seller’s initial capital is positive. Based on the scenario 3, we change the seller’s initial capital from zero to 2100 (the level of capital that the seller is not capital-constrained) while fixing other parameters. We obtain the following observations: (1) When the TRR contract is unique on the menu: (i) both platform and seller earn greater profits under TRR contract than under the benchmark case for any level of initial capital in the range (0, 2100), and (ii) the CSR performance under the TRR contract is higher than those in the benchmark. (2) When the credit limit contract is unique on the menu, the platform benefits more under credit limit contract than under the benchmark, whereas the same does not hold for the seller, however, the CSR performance is always improved in the credit limit contract. (3) When all three discussed contracts are adopted, there always exist the specific parameters \((R, \beta)\) in the CSR discount contract such that the SC members are better off with the CSR discount contract than the benchmark and other two different contracts. In addition, we observed that the seller’s CSR investment also highest in the CSR discount contract. This reveals that the CSR discount contract will lead to highest profit not only the overall chain profit but also each member's profit. Therefore, our numerical results suggest that the CSR discount contract is the unique financing equilibrium for the SC. As a demonstration of our observations, we provide the results for the case that the seller initial capital is equal to 800, i.e., \(B=800\) in table 3. The computational results with other values of \(B\) in the range of \((0, 2100)\) step by 100 is available from the authors.

### Table 3: Computational results in the equilibrium for different contracts when \(B=800\)

<table>
<thead>
<tr>
<th>Contracts</th>
<th>Production quantity</th>
<th>CSR investment</th>
<th>Seller’s profit</th>
<th>Platform’s profit</th>
<th>whole SC profit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark</td>
<td>49</td>
<td>0.45</td>
<td>403.6</td>
<td>213.9</td>
<td>617.5</td>
</tr>
<tr>
<td>Credit limit ((r^<em>=0.212,l^</em>=794))</td>
<td>94</td>
<td>0.96</td>
<td>268.0</td>
<td>556.1</td>
<td>824.1</td>
</tr>
<tr>
<td>TRR ((r^*=0.137))</td>
<td>101</td>
<td>1.21</td>
<td>547.8</td>
<td>555.8</td>
<td>1103.6</td>
</tr>
<tr>
<td>CSR discount ((R, \beta))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((R, \beta)=(0.2, 0.2))</td>
<td>112</td>
<td>1.65</td>
<td>571.6</td>
<td>597.9</td>
<td>1169.5</td>
</tr>
<tr>
<td>((R, \beta)=(0.2, 0.3))</td>
<td>122</td>
<td>2.11</td>
<td>632.3</td>
<td>573.3</td>
<td>1205.6</td>
</tr>
<tr>
<td>((R, \beta)=(0.3, 0.4))</td>
<td>117</td>
<td>2.14</td>
<td>567.8</td>
<td>616.5</td>
<td>1184.4</td>
</tr>
</tbody>
</table>

### 5. Conclusion

In this paper, we investigated a supply chain where a capital-constrained seller produces a finished product and sells it on the marketplace of a retail platform. In addition, the seller may invest in CSR activities to attract new customers and increase the market demand. To tackle the seller’s capital constraint, the retail platform offers financial loans to the seller choosing among three kinds of loan contracts: Credit limit, target rate of return, and CSR discount. We have adopted a Stackelberg game to analyze the equilibrium decisions under each loan contract. We obtain some observations through numerical examples. First, the seller’s decisions on the CSR investment are dependent on the platform’s choice of loan contract type. This suggests that the platforms can adopt the loan program as a financing mechanism to encourage the CSR performance of their capital-constrained sellers, and hence promote the sustainability of their supply chain.

Second, the profit of the platform and the seller’s CSR performance in the loan program are higher than that in the absence of the loan program. Thus, by expanding their lending programs, the platforms enhance both their profit and social sustainability of their supply chain. In contrast, the seller’s benefit under the loan programs depends on the type of contract adopted. Interestingly, we also find that the CSR discount contract lead to highest for both member's profit as well as the seller’s CSR performance.

For future research, we will develop the model taking into account asymmetric information, moral hazard and the case with multiple sellers.
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Abstract. The serialization of pharmaceutical products enables the detailed monitoring of pharmaceutical flows that should lead to improvements in the performance of healthcare institutions. This article provides an analysis of the opportunities for data mining and data visualization in the pharmaceutical industry. It yields two main contributions (i) it lists the main potential usage of data mining and data visualization when applied to serialized pharmaceutical data; and (ii) it identifies the data requirements for implementation. The proposed analysis reveals that serialization analytics should help reduce the distribution of counterfeit drugs, improve demand forecasting and provide insights into improving inventory management decisions.
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1. Introduction

The distribution of counterfeit medicine is a global issue that is a growing threat to public health. The World Health Organization defines counterfeit medicine (also substandard medicine) as “out of specification” products and estimates that 10% of the pharmaceuticals sold worldwide are counterfeit or substandard, killing 700,000 people each year [1]. In response, many countries, including Europe and the USA, have recently established regulatory systems that aim to secure drug distribution channels through serialization. As a result, the “Falsified Medicines Directive” (EU 2016/161) [2] and the “Drug Supply Chain Security Act” [3] require pharmaceutical companies to display a data-matrix (two-dimensional barcode) on each unit for sale that contains the product identifier, its lot number, its expiry date and its unique serial number. Unique serial numbers therefore enable the authenticity of products to be verified before they are put onto the market and used by patients.

Serialization in the pharmaceutical setting calls for data mining and data visualization techniques because it deals with massive amounts of data. According to the Healthcare Distribution Alliance (HDA) and the European Medicines Verification Organization (EMVO), by 2023, 69 billion healthcare products will be produced, serialized and traced in the USA and Europe. Beyond regulatory compliance and counterfeiting matters, the use of data mining and data visualization techniques on serialization and traceability data could lead to a real breakthrough in Pharmaceutical Supply Chain (PSC) management.

This research identifies how mining and visualizing data involved in the pharmaceutical industry, and especially serialization and traceability data, can address current issues in the PSC. The objective is to
identify the issues in the PSC that data mining and visualization can address and the requirements for implementing such tools; future work would focus on analyzing and selecting relevant tools.

The contribution of this work stands at the intersection between the concepts of data mining, data visualization, Industry 4.0 and Pharmaceutical Supply Chain. Jothis [4] defines data mining as the process of pattern discovery and extraction in which a huge amount of data is involved, in order to describe the data or predict future or unknown variables. Data mining could be considered a sub-field of data science and artificial intelligence that overlaps with the statistical, probability, optimization, machine learning and computer science disciplines. Ilsen [5] defines data visualization (dataviz) as the process of enhancing the understanding of massive information flows by the means of visual representations of datasets. Newly available serialized data is completed by other massive amounts of data generated by Industry 4.0. According to Barreto [6], the notion of Industry 4.0 is related to smart networking, mobility, flexibility of industrial operations and their inter-operability, integration with customers and suppliers and in the adoption of innovative business models. The core elements of Industry 4.0 are Internet of Things (IoT), Internet of Services (IoS), Cyber-physical Systems (CPS), and Smart Factory [7].

The pharmaceutical industry is characterized by a complex and highly regulated supply chain; the management of this supply chain struggles to be efficient. As a matter of fact, in the results of its 2018 Survey on Medicines Shortages, the European Association of Hospital Pharmacists (EAHP) [8] reported that 91.8% of 1,666 participating hospitals consider medicine shortages to be a recurrent problem; 38% of them experience medicine shortages on a weekly basis and 35% experience this issue daily. These shortages lead to sub-optimal treatment, treatment failure and cancellation of care. In addition, companies are usually unable to provide notice of a shortage or accurate information about when stock will be available [8]. Thus, two focus areas of issues in the pharmaceutical industry can be distinguished: first, performance issues (sales forecasting, inventory management, delivery time, risk assessment); second, communication issues that prevent different actors (hospitals, manufacturers, laboratories) to efficiently collaborate.

In the past, authors have highlighted that the use of artificial intelligence and dataviz would bring significant improvements to the PSC [9], [10]. This paper builds on the hypothesis that data mining and dataviz tools, using serialized data, can help reduce costs while drastically improving drug inventory management (i.e., reduce shortages and boost service rates) both at the manufacturer and hospital levels. The rest of this paper is structured as follows: section 2 introduces the context of serialization in the pharmaceutical industry and proposes an overview of data science for decision support; section 3 presents current challenges, trends, and perspectives for the PSC; section 4 lists the opportunities identified in mining serialized data and discusses the implementation of such opportunities. Finally, section 5 concludes and lists perspectives for future research.

2. Problem Statement

2.1 Drug serialization

The question we address here is: can the smart use of serialized data related to drug manufacturing and dispensing (cf. Figure 1) improve performance in the PSC? Recording this data is part of the new European and American regulations [2], [3]. However, given the volume of data (each drug will carry a unique serial number), it is necessary to use well-adapted tools.

In the process of serialization, laboratories must transmit the information included in the production and delivery orders to authorities. On the one hand, in order to comply with these regulations, manufacturers are equipped with software solutions that generate serial numbers and print data matrices on the packaging. Such software allows for serializing each produced drug and also collects data on manufacturing events such as manufacturing delays, supply disruptions and discontinuation. On the other hand, hospitals and pharmacies are equipped with terminals that connect to a centralized online portal in order to declare and validate the dispensing of drugs. As a result, traceability data is used to avoid the dispensing of a non-valid serial number, but it can also be aggregated in order to produce information about inventory levels at laboratories and hospitals. In an ideal world, authorities would obtain all of this information, which would allow them to work alongside manufacturers, distributors and dispensers in order to minimize shutdowns...
or slowdowns leading to shortages and to encourage smart distribution. Serialization regulations should make it easier to collect such data. As a matter of fact, the Electronic Product Code Information Service (EPCIS) gathers information related to each event in the life cycle of a product (production, transport, distribution, etc.) in a standard form in order to easily share it with business partners and authorities [11].

Figure 1: Data collection points in the PSC.

2.1. Data science for decision support in Supply Chain management

Talley [12] shows that the smart use of available data can provide an efficient decision-making support system. Figure 2 describes the process through which the three main activities of data science, namely data integration and management, data mining, and data visualization, transform raw data flows into a decision support system:

1. Data integration and management build a global infrastructure supporting the efficient collection, storage and accessibility of massive incoming raw data flows, while ensuring security, timeliness, and data quality [12].
2. Data mining analyzes and extracts useful information from data. It uses statistics and probability, modelling, simulation and optimization, and computer methods and tools in order to produce predictive or descriptive models [4], [13].
3. Data visualization overlaps the research fields of graphics, computer science, human-computer interaction, psychology and business processes, in order to enhance the understanding of information flows and enable relevant decision making [5], [14].

Figure 2: Overview of data science activities for decision support.
The objective of this paper is to focus on the first two activities and investigate (i) what opportunities data mining and dataviz enable, and (ii) what the requirements are in terms of data, infrastructure and procedures in order to implement such opportunities.

3. State of the art

In order to analyze how data mining and dataviz tools can provide new insights into operational and tactical decisions of the pharmaceutical industry, this section summarizes a literature review that identifies the current main challenges in the PSC; the current applications of data mining and data visualization in healthcare; and the notion of pharmaceutical industry 4.0. This literature review was conducted by surveying the ScienceDirect database with the following strings: “pharmaceutical supply chain”; “data mining” AND “supply chain”; “visualization” AND “supply chain”; “data mining” AND “healthcare”. After reviewing the abstracts, only papers dealing with the topics listed above were selected. In addition, a first analysis of these articles revealed that demand forecasting is a key challenge in the PSC, and that today, very few solutions using data mining are implemented in the pharmaceutical industry. Thus, the bibliography was supplemented with a few relevant articles that tackle the issue of “demand forecasting”.

3.1. The main challenges in the PSC

Pharmaceutical supply chain management is an emerging subject of research [7], [15], with an increasing number of publications each year. Today, the PSC addresses three main challenges related to forecasting, collaboration and performance metrics.

1. **Inaccurate forecasting**: manufacturers and dispensers rely on very simple methods such as “smoothing and averaging methods performed mainly in Excel spreadsheets”, which produce considerable forecasting errors [9]. This issue affects inventory management, which is hardly efficient as well. Indeed, demand forecasting errors result in frequent medicine shortages in hospitals and at the same time, overstock in laboratories [9], [16], [17]. In addition, overstock is a source of waste, which also raises concerns about environmental sustainability [7], [15].

2. **Inefficient collaboration between the actors in a supply chain**, which also explains inventory management issues [7], [9], [15], [17]. The various actors of the PSC do not share real-time data, which leads to poor coordination. As a matter of fact, the frequent medicine returns, accounting for 3-6% of yearly sales, are mainly due to the expiry date because manufacturers, distributors, and dispensers have different constraints and lead times [7], [16], [17].

3. **Lack of quantitative performance criteria** in terms of PSC management [7], [17]. For instance, the lack of expertise on the part of purchasing managers in supply chain management makes it difficult to quantitatively evaluate the performance of suppliers [7].

3.2. Applications of data mining

Authors agree that the use of big data analytics, artificial intelligence, and the sharing of real-time data between all of the actors in a production and supply network are essential solutions to the previous issues, but the pharmaceutical industry is still reluctant to use them [7], [9], [15]. This explains why little is published about solutions implemented in this domain. The few works that apply artificial intelligence to the PSC deal with demand forecasting [9], [10], [18]. For instance, Merkuryeva [9] experiments with the Simple Moving Average (SMA), Linear Regression and Symbolic Regression three demand forecasting methods on a specific in-market product and concludes that symbolic regression-based forecasting provides lower error estimates.

Several studies focus on improving demand forecasting in various industries [19]. Brusset [20] analyses the correlations between demand and the weather. Agnew [21] more precisely analyses how the weather affects sales in the UK food industry. Tanizaki [22] proposes a machine learning model to predict demand in restaurants in Japan using restaurants’ internal data and external data, such as the weather. Gaur experiments with the K-nearest neighbor, Bayesian networks, and Adaptive Boosting machine learning methods for demand prediction [23]. Silva [24] demonstrated that neural networks can be used as supply chain
forecasting tools. The authors explored two models using historical data in order to predict the future status of a simple supply chain; their work yielded outstanding results since the neural networks reached 99.5% and 97% accuracy levels [24].

Future forecast models for PSC can draw inspiration from relevant industries such as food and cosmetics [7]. Demand for pharmaceutical products certainly depends on factors such as the location of consumers, the weather, or episodes of epidemics.

3.3. Pharma 4.0

Industry 4.0 is expected to drive higher performance in the pharmaceutical sector, mainly enabled by cyber-physical systems, which will increase the number of data sources significantly [7]. The use of cyber-physical systems should allow more accurate forecasts to be made, improve resources and processes, and reduce frequent drug shortages and overstocks [6], [7]. Additionally, track-and-trace solutions will enable the storage and distribution of products to be optimized [6], [25]. Also, new transport systems, including real-time tracking, will enable communication between pharmaceutical companies, their business partners, carriers, and customers [6], [7].

An important point to bring up is that product serialization is not only a regulatory matter, but also one of the building blocks of Industry 4.0 [7]. Indeed, serialization devices enable the collection and sharing production and track-and-trace information among the different actors in a PSC. Indeed, data sharing between the different actors of a PSC significantly reduces the logistical costs of manufacturers, which is quantified by Lee [26]. Today, the fact that companies are reluctant to share real-time sales and production information with their partners is the main inhibitor to the implementation of efficient demand forecasting models [20]. Hence, serialization should be a real catalyst for such data sharing, and it should foster supply chain visibility, collaboration and communication between stakeholders.

4. Results and discussion

This section presents the opportunities identified that would make use of serialized pharmaceutical data through data mining and dataviz. In particular, it highlights the enablers and requirements in terms of the data from such opportunities, as summarized in Table 1, and the prerequisites in terms of infrastructure and procedures for the implementation of such opportunities.
Table 1: Main opportunities for serialized data mining of pharmaceuticals.

<table>
<thead>
<tr>
<th>Opportunity</th>
<th>Value for hospitals</th>
<th>Value for laboratories</th>
<th>Data requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forecast demand</td>
<td>Predicting demand accurately should significantly reduce uncertainty at the hospital level, reducing stock-outs and overstocks.</td>
<td>Predicting demand accurately should streamline the pharmaceutical supply chain, reducing stock-outs and overstocks and improving overall service rates.</td>
<td>• Consumption by product.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Orders and receipt of orders at hospitals.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Manufacturing logs.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Inventories (manufacturers and hospitals).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• External data (weather, holidays, news, social media …) .</td>
</tr>
<tr>
<td>Predict inventory behavior (stock-outs and/or overstock.)</td>
<td>Predicting inventory levels should allow hospitals to anticipate upcoming stock-outs and deploy backup plans to reduce impacts on final consumers (i.e. avoid medicine shortages and sub-optimal treatment).</td>
<td>Predicting inventory levels should allow manufacturers to consistently adjust their short-term plans and communicate with hospitals in order to increase overall resilience.</td>
<td>• Consumption by product.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Orders and receipt of hospitals.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Shipments of manufacturers.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Manufacturing and transportation logs.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Inventories (manufacturers and hospitals).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• External data (weather, holidays, news, social media …) .</td>
</tr>
<tr>
<td>Cluster customers, suppliers and/or products</td>
<td>Clustering drugs and suppliers according to different parameters (consumption, delivery times, availability) should provide hospitals with decision support for improving planning.</td>
<td>Clustering clients (hospitals) according to different parameters should provide laboratories with decision support for planning production, inventories and distribution.</td>
<td>• Consumption by product.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Orders and receipt of hospitals.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Orders and shipments of manufacturers.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Master data of customers, products and suppliers.</td>
</tr>
<tr>
<td>Identify seasonal behaviors of customers, suppliers and/or products</td>
<td>Identifying seasonal peaks of consumption for each product should provide hospitals with decision support for managing inventories and improve tactical decision-making (medium-term planning).</td>
<td>Identifying seasonal peaks of consumption for each product and client should allow manufacturers to improve planning in manufacturing and distribution.</td>
<td>• Consumption by product.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Orders and receipt of hospitals.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Orders and shipments of manufacturers.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Lead-times of manufacturers (by product).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Master data of customers, products and suppliers.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• External data (weather, holidays, news, social media …) .</td>
</tr>
</tbody>
</table>

4.1. Opportunities and enablers

Four main opportunities are identified, namely: (1) demand forecast; (2) inventory prediction; (3) client, supplier, and product clustering; and (4) identification of seasonal behavior.

Authors have shown that performing statistical analysis and machine learning on historical data of consumption, production, inventory, and distribution, provides more accurate predictions of demand [9], [23], [19]. Such methods should therefore enable a better understanding and more accurate estimate of the demand and inventory of medicine. So far, the lack of sharing data has been a major obstacle in implementing such tools. The context of serialization should help overcome this issue. In addition, mining algorithms can use exogenous data such as the weather, the calendar, or news articles warning about epidemic episodes. Thus, data mining techniques should provide more accurate forecasts and enable higher service levels, reduced stock-outs and overstocks, enhanced communication between stakeholders, and better anticipation of disruptive events.

In addition, deeper analyses of this data and its correlation should provide better insight into the dynamics of the pharmaceutical industry. In particular, clustering clients, manufacturers and products according to relevant parameters should provide support for identifying segments and applying different management policies. Likewise, identifying the seasonal behaviors of consumers and products should help decision makers point out sensitive periods in the year when special actions must be taken.
4.2. Prerequisites for implementation

Implementing these opportunities implies having a given infrastructure for collecting data. Table 1 specifies the required data for each opportunity. Although companies are often reluctant to share such data [7], it is noteworthy that most of this information is already available and furthermore, some of it is collected in the context of drug serialization. In Table 1, the symbol 📦 relates to the data of internal information systems such as enterprise resource planning (ERP), transport management systems (TMS), warehouse management systems (WMS), manufacturing execution systems (MES); 📦 relates to data collected to comply with serialization regulations; and 🆓 relates to data that mining systems already collect and exploit mainly for marketing purposes and for which proficient algorithms exist.

Accurate predictions for demand and inventory cannot replace human expertise, which is necessary to adjust the forecasts to factors that are not considered by the models, such as competition, advertising and disruptive events (breakdowns, errors, or delays) [27]. Therefore, to fully exploit these opportunities, it is necessary to develop visualization interfaces in which decision makers find deeper insights into tactical and operational issues. It should be noted that in the context of multiple sources of highly heterogeneous data with dynamic behaviors, it would be very important to build user-friendly visualization tools so that all of this data could truly embody a decision support system.

Last, it would be necessary to tackle technical issues concerning how to collect and process these real-time data streams securely, how to collect and integrate exogenous data, which methods and tools for data mining and dataviz should be adapted and implemented, and how to integrate these models with the information systems in place.

5. Conclusion

With new regulations on serialized traceability and Industry 4.0, pharmaceutical flows will generate massive volumes of data, which can no longer be managed with the tools used so far, such as spreadsheet software. As a result, the use of data science (cf. Figure 2) will not only be necessary to handle these flows in the era of Pharma 4.0, but also represent an opportunity to substantially enhance the PSC. In particular, data integration and management will be necessary for the collection, storage and access to serialized pharmaceutical data, while ensuring security, timeliness, and quality. Once this infrastructure is set up, data mining and dataviz should transform this data into useful and clearly understandable information, thus improving upon the decision making in supply chain management.

This paper has focused on the opportunities for using data mining and dataviz to improve tactical and operational decisions in PSC management. Four main opportunities were identified: (1) demand forecasts; (2) inventory prediction; (3) client, supplier, and product clustering; and (4) seasonal behavior identification.

Data mining tools will provide more accurate predictions on the PSC, while dataviz will be essential in better understanding the data involved in the PSC and the correlation between that data. Thus, such solutions would help the PSC take on the current major challenges related to inaccurate forecasts and poor communication and collaboration between actors in a production and distribution network. Both manufacturers and hospitals would gain similar benefits from such opportunities, mostly related to demand forecasts, which are a major issue since they are the starting point of all PSC planning decisions [9].

So far, a major inhibitor for implementing such solutions was the fact that companies are reluctant to share their manufacturing and sales data. In this context, serialization regulations should foster data sharing and open a way for the pharmaceutical industry to take more interest in these opportunities to use data mining and dataviz techniques to enhance the PSC. Also, future research will focus on how to collect and process real-time serialized pharmaceutical flows, which techniques in data mining and dataviz best address the identified PSC challenges, and how to integrate such solutions into different information systems.
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Keywords: logistics ecosystem, supply chain management, collaborative networks, platform, systematic literature review

1 Introduction

In academia [1] but as well in practice [2] ecosystems and platforms are two of the most discussed topics. Ecosystems are in the focus of these disciplines because once established in the right way, these kinds of platform-based business models represent the most value-creating and highest valued companies in the world [3]. Moreover, their relevance increased in academia since the design and setup represent a complex challenge. Mainly since its advent by Moore’s [4] published article about business ecosystems, academia concentrates more on this topic with tangible case studies and further examinations with regards to multiple industries.

The intention and idea for this paper originate from the question of how logistics or supply chain ecosystems can be actually understood from an Information Systems (IS) perspective. Logistics ecosystem represents a wording that rather stems from managerial studies, but these studies already create a link from the pure supply chain management (SCM) view to the ecosystem research [5]. Since logistics or SCM represents an interdisciplinary area of research with multiple participants along the value chain [6], it embodies a perfect breeding ground for the discussion around ecosystems [7]. Especially in the SCM studies, supply chain networks and collaborative networks are vivid terms that can be compared to ecosystems. For analyzing this hypothesis, a proper analysis of the term ecosystem and its synonyms has to be conducted, including its clustering and classifications for finally bringing it together with relevant studies out of the area of SCM. For having a proper overview and understanding of the idea of an ecosystem, it is necessary to identify the different definitions proposed by the scholars. That is done by listing the stated definitions out of the ecosystem versus SCM research community and showing differences and similarities. Thus, the first research question reads as follows:

RQ1: How is the term ecosystem defined in literature?

The outcome of RQ1 is used in order to group the identified literature and derive ecosystem types. Hereby, the outcome of Benedict [8] is used and critically reviewed. The clustering is performed according to the given definitions and how the scholars are sorting in their research outcome, which leads to RQ2:

RQ2: What types of ecosystems can be derived according to literature?

As outlined in the introduction, the purpose of this paper is to examine if there is an overlap or connection between research in the area of SCM and ecosystems. According to the derivation of ecosystem types, an excerpt of common SCM studies is compared to that for identifying commonalities, which is pointed out in RQ3:
RQ3: How can the outcomes of research in the area of supply chain management contribute to the ecosystem undertakings or vice versa?

The remaining parts of the article are structured as follows: in chapter 2, the design of the systematic literature review (SLR), its review protocol, and the collection of the literature body are described. In the following chapter 3, the research questions get answered by analyzing the retrieved literature. Chapter 4, opens a discussion with regards to the focal study’s validity and specific risks, respectively, inaccuracies according to the given review protocol and dataset. Lastly, chapter 5 summarizes the outcome and concludes the article.

2 Research Design

2.1 Design of Literature Review and Review Protocol

The authors chose to carry out a SLR as a rigorous approach to answer the research questions outlined above [9,10]. Its purpose is to summarize the existing evidence in the focal research area, to identify research gaps, and to address future research avenues [9,11]. For ensuring an auditable literature review, it is necessary to define a review protocol considering its research questions and review method [9]. The applied parameters can be reviewed for allowing repetition of the literature retrieval process. Since the focal paper tries to merge different research areas, the epistemological model of literature reviews by Schryen et al. [12] is applied, too. In this particular case, the review strategy is twofold by (a) executing a database search and (b) conducting a manual retrieval process. The manual process has been used to avoid biases in the automated keyword research [9,11].

Regarding (a) the search takes into consideration the years from January 1993 to June 2019 where 1993 has been chosen due to the set nucleus of business ecosystems by Moore [4]. For each database the search terms *ecosystem* and *platform* have been used in order to have a broad coverage. These search terms have been scanned for titles, abstracts, and keywords. Initially, only the term *ecosystem* should have been used but due to the application of forward and backward research *platform* has been identified as a comparable term [13]. The databases of choice have been picked according to Manikas and Hansen [14] as well as Schreieck et al. [15]. Moreover, options to apply filters have been used to narrow down the amount of results since ecosystems and platforms are widely used terms across different scientific disciplines. For executing the search, the following scientific libraries have been used:

- The ACM Digital Library¹
- Thomson Reuters’ Web of Science²
- EBSCO³

According to the results, all the sources have been merged into one document for eliminating duplicates and having a proper overview. With regards to (b) the manual search, a forward and backward search have been conducted by taking Moore [4] as the nucleus and searching for further links [13]. By comparing the references across the different articles, one could derive relevant articles and cluster them into specific research areas. Furthermore, comparisons of keywords helped to find other adjacent papers of interest.

¹ Source: https://dl.acm.org; filters: PDF format; results: 541.
³ Source: http://web.a.ebscohost.com; filters: academic journals; communication systems, computer science, information and communication, management & management theory, systems theory; control, applications; English; results: 1544 (whereby only 1504 exportable and therefore analyzable).
2.2 Collecting the Literature Body

For conducting the SLR properly, the review protocol of chapter 2.1 has been applied in six steps as you can see below (see Figure 1).

The extraction date of all three database retrieval processes is June 23rd, 2019. Hence, an initial dataset covering the search terms *ecosystem* and *platform* has been collected which ended up in 2264 results. Ten duplicates could be eliminated that resulted in 2254 entries. The remaining results have been manually checked according to expected content in the area of management and information systems. This covered mainly checking the titles, abstracts, and areas of research [10]. Due to the already mentioned broad usage of the terms *ecosystem* and *platform* many results came out of adjacent research fields. Moreover, additional filtering for narrowing down the results was not possible via the chosen databases. Many others were not covering the core of a definition of these terms and were therefore excluded, too. Thus, afterwards, 91 results remained that have been studied in detail, which have been further enriched with manually retrieved research papers through backward and forward searches, which resulted in 146 papers total. These articles have been mainly identified through citation paths going further from the nucleus of Moore [4].

3 Literature Analysis

3.1 Ecosystem Definition

This chapter covers the analysis of the research questions by taking into consideration the literature results of chapter 2.2. Generally, it is observable that after the year 2009, an increasing number of articles have been published in the area of ecosystems. Within the given dataset it peaked in 2016 with 19 published papers. Referencing to the outcomes of research question one, most of the groundwork has been done in the years between 2000 and 2006. Afterwards, the research topics and ecosystems types spread steadily, which resulted in more published papers with the general topic of ecosystems. The year 2019 only covers published papers until the beginning of June, which might be one reason for its comparatively low figure of only two published papers. Details about the publishing years can be found in the following exhibit (see Figure 2):
RQ1: How is the term ecosystem defined in literature?

The ecosystem term has steadily evolved over time. The nucleus of business ecosystems has been set by Moore [4]. From that point onward, the term was developed further and later broadened and used in other contexts. Initially, Moore [4] defines a business ecosystem as a conglomerate of companies that “[…] co-evolve capabilities around a new innovation: they work cooperatively and competitively to support new products, satisfy customer needs, and eventually incorporate the next round of innovations […]”. This definition has been further developed by Iansiti and Levien [16,17] by focusing on the success or health factors and thereby coining the term keystone. Keystones can be described as companies that bring balance into the ecosystem because they “[…] aim to improve the overall health of their ecosystems by providing a stable and predictable set of common assets […]” [16]. Still, their focus is on business ecosystems where it is about creating value by sharing values with other participants.

In parallel, a further ecosystem definition can be found that has been named two-sided platforms. They evolved during the same time but are rather inspired by Moore’s [4] business ecosystem idea. Rochet and Tirole [18,19] used the ideas of Baxter [20] and Wright [21] related to the pricing and card payment systems. The concept can be described as “[…] one or several platforms that [enable] interactions between end-users and try to get the two (or multiple) sides “on board” […]”[19]. The separation from the earlier mentioned business ecosystems can be seen in the way in which terms are emphasized. A business ecosystem concentrates on a co-evolutionary work and on new capabilities for maximizing value, a two- or multi-sided platform rather takes care of the problematic of onboarding the distinct sides in a proper way and charging respectively incentivizing them accordingly, which can be as well-referenced as the chicken and egg problematic [22].

A branch that appeared during the same time is the one coined by Cusumano and Gawer [23]. It focuses on the term platforms with respect of driving innovation around the technological platform across diverse participants [23]. Hence, it is closely related to the idea of a business ecosystem. However, it emphasizes the need for a common scope and product or platform technology across the different complementors [23]. The idea of supply chain, industry or cross-industry platforms has been further pursued by Gawer [24], Cusumano [25,26], and Tiwana [27], which focus on the idea of the platform with a defined scope and standard technology to maximize value.

In the meantime, a further path can be noted, which is the area of alliances. From a plain definition, alliances can be seen as “[…] complex organizational forms that are usefully viewed as incomplete contracts […]” [28], which ultimately implies that unforeseen changes can quickly disrupt their existence or at least affect them drastically. Alliances try to create value in an accumulated fashion by summing up the individual experience for a common goal [28]. Due to its intention of pursuing a common goal in an interfirm relationship, alliances appear to belong as well to the ecosystem environment.

Another endeavor that arose is the idea of collaborative networks. They represent, similar to alliances, heterogeneous and autonomous organizations that collaborate in “[…] networks with larger numbers of indirect ties [that] network to create an effective way for actors to enjoy the benefits of network size without paying the costs of network maintenance […]” [29]. Camarinha-Matos [30] further elaborates that “[…] collaborative networks shall focus on the structure, behavior, and evolving dynamics of networks of autonomous entities that collaborate to better achieve common or compatible goals […]”.

Based on the ideas of Chesbrough [31–33], innovation ecosystems represent a different form of ecosystems. It merges the idea of open innovation with business ecosystems which “[…] embed the focal firm within an ecosystem of interdependent innovation […]” [34] and where “[…] firms combine their individual offerings into a coherent, customer-facing solution […]” [35].

Knowledge platforms hook into this idea of innovation ecosystems since they lay the foundation to exchange knowledge. Knowledge platforms allow interaction across multiple companies to create transparency and synergies across the value chain [36,37]. Thus, there is a close relation to the concept of innovation ecosystems to share openly information about a dedicated topic, respectively, processes.

A separate stream that appeared that relates to the concept of ecosystems are software ecosystems. According to Manikas and Hansen [14], the original definition of a software ecosystem stems from Messerschmitt and Szyperski’s book [38] where they claim that software ecosystems are a collection of software products with a certain relationship. This definition has been further enhanced by adding characteristics like business
functions, enabling services, collaboration, developer community that work within the same environment or ecosystem [39–43]. From an overall idea, it points back to the origins of business ecosystems where entities are openly collaborating for driving innovation and creating value.

In a similar area, the term digital ecosystem is used. It is based upon business ecosystems and represents “[…] a software infrastructure for supporting large numbers of interacting business users and services […]” [44,45]. Moreover, digital ecosystems adapt according to economic forces by sharing knowledge and foster distributed and cooperative work [45]. So, in contrast to the software ecosystem that rather represents a purely technical system, digital ecosystem still can be seen as part of the socio-technical system area [8,45].

Lastly, the term of service ecosystem can be observed. Vargo and Lusch [46] coined this term by introducing the service-dominant logic, which emphasizes that value is co-created by and with the consumers and not in a pure output fashion. Liu et al. [47] put it further and define service ecosystems as “[…] a value-propagating system, [which] incorporates the mechanism of self-organization and co-evolution of ecosystem into service system to construct a capability infrastructure that synergizes and improves organizations’ collective intelligence continuously to adapt to new business vision and chances […]” [48].

In summary, the difference between the presented definitions is in most of the cases minor, which allows to merge them under the subsuming headline of ecosystems. However, by comparing all the diverse definitions of the specific derivations of ecosystems, ecosystems are still understood in different ways. Nevertheless, a commonality can be seen which allows a possible overarching ecosystem definition accordingly:

An ecosystem represents typically loosely coupled or self-organized entities collaborating in a symbiotic relationship in order to co-evolve capabilities, co-create innovative services or solutions, share knowledge, foster transactions, and leverage network synergies in a typically technology-enabled environment for offering optimized or novel customer- or partner-facing solutions.

3.2 Ecosystem Types

As shown in the previous chapter, ecosystem definitions evolved over time and tackled various areas of interest. However, the identified definitions already cluster themselves according to given references, which ultimately leads to ecosystem types and therefore to RQ2.

RQ2: What types of ecosystems can be derived according to literature?

Benedict [8] already worked on a comprehensive overview of ecosystems that shall be used as a basis but as well be challenged by putting it into a broader context and later to compare it to supply chain research. By analyzing the given definitions and comparing it to Benedict’s [8] seven types of ecosystems, the technology ecosystem has not been identified in the given data set and could therefore not be approved. It is far away from the classical ecosystem goal of creating or maximizing value. Normally, the idea of ecosystems is driven by the actors, however, the technology ecosystems skips this perspective [8]. Thereby, three new ones have been identified and introduced: alliances, collaborative networks, and knowledge platforms. According to the definition of these two types of alliances and collaborative networks and the derived ecosystem definition, they fit into concepts like business ecosystems or platforms with the common target to achieve a common target and create value together with the involved entities. Hence, it is proposed to add them to the overarching family of ecosystems. The knowledge platforms are closely related to the innovation ecosystem but rather concentrated on pure exchange without a common goal. Most of the analyzed ecosystems are software ecosystems with 49 entries that especially became more important after 2010. The second mostly classified ecosystem type is the platform with 23 entries. According to the applied review protocol, the least entries can be indicated in the area of alliances and collaborative networks with two and three results, which seems reasonable since they are normally not linked with ecosystem or platform terms. Clustering the ecosystem types into the system types of (a) socio-economic, (b) socio-technical, and (c) technical systems according to Benedict [8], it results into (a) 42, (b) 87, and (c) 49 entries. That already shows that the clear majority is preferably in a mixture of social-technical, which emphasizes the move to technical ecosystem environments. So unrelated from an industry focus the pure ecosystem analysis shows a tendency to more software-related ecosystems (see Figure 3).

4 The software ecosystem type has been counted twice into socio-technical and technical systems due to reasons of simplicity.
3.3 Merge of Ecosystems with Supply Chain Management

RQ3: How can the outcomes of research in the area of supply chain management contribute to the ecosystem undertakings or vice versa?

Especially the collaboration between multiple entities to achieve a common goal is something that plays a vital role in the supply chain, too. For example, Adams et al. [49] already made references to Vargo and Lusch [46,50] and mentioned the need to develop “[…] collaborative, relational capabilities that support supply chain integration […]” [49]. Moreover, challenges in the world of ecosystems like, for instance, the chicken and egg problematic [51], for instance, lists the different challenges with regards to the collaboration in the supply chain as follows: “[…] supply chain collaboration has proved difficult to implement [52]; there has been an over-reliance on technology trying to implement it [53]; a failure of differentiate between whom to collaborate, i.e. segmentation of customers and or suppliers [52]; and fundamentally a lack of trust between trading partners [54][…]” [51]. These overlaps come along with the fragmented supply network that somehow needs to be orchestrated [55]. Furthermore, trends like the general mechanization foster the need to find common ways of interaction [6,56,57]. In the past, the focus was mainly on physical transportation and the conversion from raw materials into products [58] but today, the focus has shifted to create transparency, share knowledge, and maximize value [59]. This is supported by the trend of increasing software ecosystem related studies. Since the SCM already represents an interdisciplinary function, its merge with ecosystem research seems to be reasonable [59]. This should be done by re-using for instance the first drafts of tackling the chicken and egg problematic, co-creating services in the right way, organizing partners, and applying these on issues identified in the area of SCM.

4 Discussion

The purpose and intention of the focal study is to lay a foundation for a closer interlinkage between the research of ecosystem and SCM based on the analysis of the review protocol. As elaborated in chapter 2, the ecosystem literature and especially the usage of the keywords are broad. Hence, the literature review has been conducted to the best of the author's knowledge by applying the right filters in order to drill the issues down to the critical studies relevant to the focal work. The same applies to the addition of relevant scientific works on a manual basis. Certain overlaps and similarities could be identified across the different usage of the term ecosystem. Still, the commonality shows that these studies definitely belong to the same area of research. Apart from the commonalities, the differences across the analyzed studies were sufficient to allow creating ecosystem types with the general ecosystem approach. Although the outcome seems reasonable with the given dataset, it cannot be ruled out that further literature might have been added for getting further insights. Furthermore, a bigger dataset than 146 sources might have a varying impact and maturity as well. Nevertheless, the given dataset and its analysis could show a clear tendency which allows making the derivations and statements that have been presented in chapter 3. Moreover, the connection with common literature out of the SCM area showed clear tendencies that similar challenges are described in comparison to the ecosystem literature.

5 Conclusion

In this study, the term ecosystem has been examined with the goal to show the differences in meaning. That has been done by analyzing 146 scientific papers published between 1993 and 2019 with corresponding...
keywords. The result shows that there are overlaps and comparable challenges faced in the research areas of ecosystems and SCM, which supports the argumentation of an interlinkage of both areas and that should help to solve unanswered questions in both scientific disciplines. However, future research is necessary to bring these two disciplines closer. Generally, this paper contributes to the existing literature by extending it with a comprehensive SLR and defining a common understanding of ecosystems. Furthermore, this article sketches a first move to bring two separated research disciplines closer together. From a managerial perspective, it delivers a proper concept overview of ecosystem types and their differences. Since the conclusions are based upon a pure literature review without practical insights, they bear certain limitations. Thus, further reviews should enhance this foundational study by conducting empirical and qualitative studies that uses outcomes of the ecosystem research applied in SCM practice and vice versa.
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Abstract. Over the years, the Alto Tietê community is a source of many sustainable development projects. However, most of the projects are related to the production system and not emphasizes the structure of the local market. Thus, this paper aims to discuss the current food local productive arrangements (LPA) and suggest a sustainable and collaborative food supply chain framework to drive the future market. A literature review was carried out and local visits to understand the current situation of LPA. The results showed the framework proposed based on the literature review and the current situation and suggest some market strategies to promoting the native fruits from Alto Tietê LPA. To increase the integration and communication networking, and a must establish the Alto Tietê Council involving all stakeholders and politics integration.

Keywords: Atlantic Forest, Eco-market, Local productive arrangement, Framework.

1. Introduction

The engagement for developing worldwide partnership among countries promoted the global market and became the production and commercializing zones more distant. Many studies improved the strategies and process to resources flows connecting global supply chain [1][2][3]. However, in this development process, the sustainable principles were not considered in the production and operation system. More recently, the customers questioned the traditional production process and required new practices more aware [4][5]. The sustainable practical applied in the production process was required to maintain the balance among human being life, exploration economic from industry process and nature recover process. Nowadays, many companies have sought to organize arrangements to jointly compete in the increasingly competitive marketplace. Thus, local productive arrangement are agglomerations of companies located in the same territory that have productive specialization, governance and maintain links of interaction and cooperation to learning among themselves to compete in marketplace [6]. This kind alliances are emerging in many countries with their characteristics and specificities that may differ between countries and localities so this concept intends to be clearer what kind of supply they are [1]. The sustainable local productive arrangement (SLPA) is a market incentive due to expectation to reduce the environmental impact and guarantee the future of the planet. Furthermore, the SLPA concepts are relating the balance among ecological, social, and economic aspect of the production system installed in some region. According to Seuring and Muller, the production process incurred in different supply chain stages impact in environmental and social condition, hence burden are included the value of the products [2]. The Wang and Ran perspective, the sustainable concepts do not encompass the triple-bottom-line but extend to internal supply chain capability to develop itself sustainably [7]. So, the local productive arrangement isolated or
undeveloped, without understanding the market perspective, its weakness for the food sector due to the market new demand to minimally processed food [4]. This SLPA concept applied in the food production system to human being requires the exchange learning among supply chain actors and a partnership in a collaborative way. Thus, in a competitive global market, collaborative supply chain is important to consolidate the concepts of sustainable and innovative. In this view changing the perspective of customer to the innovative production process. Supply chain collaborative is related to the sharing the supply chain governance, based on gains from the collaborative working [7]. This implies that two or more independent members of supply chain work jointly to improve their performance [8]. However, the main problem indicated from previous research about supply chain collaborative was the supply chain governance that does not show effective strategies to develop management considering the whole supply chain perspective, due to the collaborative chain concept involving the local productive arrangement with a perspective the supply chain governance to a management contract, conflict, power, and trust among actors [7]. The main issues to the governance supply chain are related to complexity and dynamic process business and the structure of decision-making. Thus, create the flexible structure and engagement the decision-making process to quickly response is a better way to deal with a dynamic market. Despite the Preiss et al. not agree with local food systems concepts because tends to obfuscate the diversity of market practices and could be a prejudice to small farmers and defend the market direct between producer and consumers [1], the Alto Tietê community had been practiced the open gate farms, gastronomic fairs, however without active action from consumers, as proposed by Preiss et al. Furthermore, the consumption rate from native fruits is shallow due to the lack of knowledge of consumers, and it is not a stimulation to protecting the Forest. So, to boost the native fruits market, we understand that it is necessary for the community union and work for everyone’s gain. Thus, this paper aims to discuss the current Alto Tietê food local productive arrangement and suggest a sustainable and collaborative food supply chain framework to drive the future market.

1.1. Alto Tietê community and Local Productive Arrangement

The competitive market scenario is growing, and the supply chain should be learning to work with several companies and make the partnership to become active in the market and support the market variation mainly during economic crises. Financial crises affect directly the productive sector, particularly rural small and medium farms, thus it necessary to adopt the financing rate of the production system [9][10]. Furthermore, the constant problem involving food industries, e.g., disease, food processed adulteration, increase the consumer’s distrust, concerning food safety and contribute to the level of marginalization and vulnerability of the small farmers [1]. The food supply chain is composing mainly by big or median companies and family farming. The family farming is working without facilities, and it is using the rudimentary way, due to the lack of access to appropriate technology applied in the food production system. Despite the importance of family farming to food sector economy, it is necessary a consolidate politic that developing the sector. For instance, Brazil has been carried out the PNAE – Programa Nacional de Alimentação Escolar (National School Feeding Program), and it determined that 30% of the school food should be a buyer from family farming. However, the PNAE do not clearly neither how agricultural food procurement will have occurred, or the communication between school and farmers will be happened to meet the PNAE requirements.

More than 140 million people that living in Atlantic Forest have ecosystem services, such as food production, wood production, fibers, oils e medicines, water supply, climatic balance, so on [11]. Composed of 11 cities and more than 3,0 million people [12], the Alto Tietê community shows a potential market to Native Fruits of Atlantic Forest. Part of the areas from the Alto Tietê community stay under protective law to preserve the natural environment, and almost 21% of its territory is of the Atlantic Forest [13]. The Atlantic Forest provides employment and income to the local population, allowing the harmonious life with the natural environment. Among all possibilities, we can introduce the production of the native fruits, like the cambuci, pitanga, jabuticaba, uvaia, juçara, jérivá e araçá [14]. Among the cities of Alto Tiete, we can highlight Guarulhos, Mogi das Cruzes, and Suzano that are among the 100 largest economies in the country [15]. However, these situation is not the reality of others cities in Alto Tietê, for instance, Salesópolis city has almost of the 98% of its territory into Water Protection Areas and 1/3 of the county is part of Atlantic Forest [16][17], consequently, the population can not expand industries, commercialization or services activities in Salesópolis community. The government strategies to Salesópolis is to invest in the tourism sector and sustainable agriculture.
The investment in the agriculture sector, the exploration of resources must have to observe the concept of agroecology (environmental awareness), that means to provide the sustenance for the community without to attack the natural environment [18]. This production system transition from traditional to awareness had as the main drive to the sustainable local productive arrangement in Alto Tietê community. The main problem to the agricultural sector is the practices fractional production adopted by small farmers that do know how to become more productive without impact on the environment process. On the other hand, the solution could be easy, teaching these small farmers to apply the agroecology concepts and become a bio-economy farmer. In 2017, the 'Pomares Mata Atlantica' (Atlantic Forest Orchard) project started by local Social and Environmental Entrepreneurship company (SEEC), with a proposal to recover the environmental aspect and develop a sustainable local network, creating the protection of hydric resources and Forest Atlantic located in Alto Tietê community [14]. However, the project became a new perspective to develop the local market and contribute to promoting the production with origin Alto Tietê and created a shared sense of sustainable market share to local farmers, as was called the "Eco-market". The project put the Alto Tietê farmers and SEEC in evidence and others project emerged, like Emporium Atlantic Forest, Cambuci Route, and the Cambuci Geographic Identify.

The project Emporium Atlantic Forest is an open channel to promote the main products to consumers with a Cooking Guide and several recipes on how to include the native fruits in alimentation family habits, like juice, ice cream, jelly, cakes [19]. To proposal a retrieve the local tradition and the same time to structure to the sustainable local productive arrangement, the SEEC supply local farmers and families with training and technical assistance. To maintain the network-connected, the SEEC develop a partner program with Association, Cooperative, Educational organizations, Governmental, private companies.

Despite de success of the project implemented by SEEC in Alto Tietê community, the local productive arrangement is facing commercialization problems, due to the missing information of the Brazilians consumers about the benefits of products and the food family’s habits that do not include native fruits, for instance. As well, the lack of structured and consolidated market to sell the products. As an example, natives’ fruits from Atlantic Forest was not found in common retails, like supermarkets or convenience stores. Retails are not engaging in products with low sale index.

2. Methodology

To develop this paper, we use the case study about the Alto Tietê community, located Southeast region, Brazil. The objective of this paper is to discuss the current local productive arrangement and suggest a sustainable and collaborative food supply chain framework to become the SLPA stronger and competitive.

Eleven cities composed the Alto Tietê community that it is characterized by extensive vegetable area and the primary water source, it is responsible for vegetable supply. Furthermore, the region is the leader in national fruits production [15], Table 1.

<table>
<thead>
<tr>
<th>Table 1: General Information about Alto Tietê community (Population, area, WPA, GDP, HDI, NEBE, and NC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>Arujá</td>
</tr>
<tr>
<td>Birinha Mirim</td>
</tr>
<tr>
<td>Ferraz de Vasconcelos</td>
</tr>
<tr>
<td>Guararema</td>
</tr>
<tr>
<td>Guarulhos</td>
</tr>
<tr>
<td>Itaquaquetubá</td>
</tr>
<tr>
<td>Mogi das Cruzes</td>
</tr>
<tr>
<td>Poá</td>
</tr>
<tr>
<td>Salesópolis</td>
</tr>
<tr>
<td>Santa Isabel</td>
</tr>
<tr>
<td>Suzano</td>
</tr>
<tr>
<td><strong>Amount Alto Tietê</strong></td>
</tr>
</tbody>
</table>

WPA = water protection area; GDP = Gross domestic products; HDI = Human development Index; NEBE = numbers of students enrolled in basic education; NSC = number of schools that offer basic education; * Exchange rate R$ 4.0844 (date may, 17/2019); w.i = without information. Source: Adapted from [12]; [17]; [20].
2.1. Research Local and Technical Applied

The present study is a qualitative approach applying the Convenience Technique to explore the current structure of LPA and it suggests a market strategy to grow sustainably and collaboratively. We conducted the research following the steps:

- First, we started with a literature review using the Web of Science database. We used the terms “sustainable”, “sustainable AND supply chain”, “collaborative supply chain” and sustainable and collaborative” AND “supply chain”. The term “sustainable” appeared 63,000 times. The term “sustainable” together “supply chain” appeared 2,000 times. The term “collaborative supply chain” returned 900 papers. It is important to highlight that this concept was started in the late’ 90s. More newer terms, the “sustainable and collaborative” AND “supply chain” retrieved 15 researches [21].
- Second, we conducted a visit to an event promoted by Alto Tiete community. The event was proposed to discuss the main problems that LPA was facing, and it was attended by farmers, leaders of private companies, and from education and government sectors. Thus, it was possible to collect the information from different perspectives about the LPA.
- Third, based on the event discuss, we applied the open interview with the leader of SEEC in Alto Tiete community (LDR). The open interview revolves around questions about the effective action of SEEC in current LPA (project developed together with community), the main problem facing by SEEC, the main results obtained by SEEC with projects, the real situation of LPA, the conflicts involve actors of LPA, rate of consumption, market and logistics strategies.
- Four, we analyzed the documents of SEEC project involving LPA Alto Tiete to understand the current situation.
- Five, we visited Poá city Department of Education to understand the National School Feeding Program and strategies integration among Government, Local Farmers, and School.
- Finally, we visit two schools in different communities of Poá and Suzano to verify the supply system. To analyze all information collected we created a mind map to structure and synthesize information to obtain a better comprehension of the real situation of current LPA Alto Tietê.

2.2. Framework propose based on literature review and mind map created

Supported by the literature review, we adapted the Lockamy and McCormack model [3] and drawing the framework as a suggestion driving the future market in Alto Tiete community. Based on the sustainable concept and collaborative supply chain with integration in both sides of the supply chain, the Alto Tiete food supply chain resulted in Eco-market Alto Tietê, propose by Auá Institute [14], Figure 1.

![Figure 1: Sustainable Local Productive Arrangement toward Eco-market](image)

To develop the framework, we consider the three broad topics: Current Government Policies and Food Supply Chain research, Productive Strategies integration with social and environmental aspects; and Market Strategies applied to community social and economic collaborative.
3. Results

First of all, the framework idea is not only to deepen the awareness about ecosystem service [22] but also to recover the local social tradition [19], and the same time to structure to SLPA, using the current situation and to explore the new market possibilities, through the creation of Alto Tiete Community Council with propose to integration SLPA and politics strategies to promote the employment and income to prevent the social vulnerability (Figure 2), as well as offer the new fruits appealing the market competitive by differentiation [23] and including the implications of an economic demand, compare attributes between SLPA and conventional production, preferences and values to consumers [24], price and how much consumers’ willingness-to-pay (adapted from [4]).

![Figure 2: The framework of the Alto Tiete Council to ensure the SPLA’s competitivenes](image)

According to Lockamy and McCormack to supply chain management planning decision is essential to observe the operation strategies, demand, production, procurement, delivery, balancing change, and distribution management [3]. Thus, we adapted this point of view, follow:

**Alto Tiete Council**: general plan management of source, make, delivery, information, communication and integration; values and ethical, environmental, and politics involve all cities in Alto Tiete that are working on a project. The Alto Tiete Council are responsible for creating a political project involving the 11 communities and structure a flexible decision-making system to governance the supply chain of the native fruits from Atlantic Forest. LDR: “we applied the solidarity economy concept in social projects to develop a sustainable community based on cooperative working and it not competition working”.

**Information management system**: plan the information products (label, production system, origin, ethical system, legal, safety, and human health benefits) and market (consumers preferences, market profile, consumption frequency, relevant places, consumers demand) – the information system input the integration and communication networks.

**Integration network**: integration planning involves variables from internal and external relationships SLPA (supplier), environmental, social requirements, and market shoppers. During the interview was possible identify that Eco-market was a concept that involves more than production resources (the land usage, labor, and capital), but included ethical concepts to develop a fair market that respects the limit of environmental, contribute to community, products with health awareness and based on reasonable price of goods sharing along the supply chain. LDR: “We produced a product that no one knows to a market that does not exist”. “We do not want to see our principles the eco-market, to develop a social and environment market, on the hands of the big companies.” (…) “We wish to become a big market, generate value for the community and carry on working to prevent the environment”.

**Communication network**: communication strategies plan, local social media, radio and television programs, events, fairs, communication performance indicators. LDR: “we have one person responsible for
marketing that creates our slogan, campaign and keeps the information on our page”. Market communication is essential to success to SLPA, as well as to provide support and complete information to consumers about everything of the native fruits production systems.

**SLPA management system:** plan source and make (product life-cycle management, natural resources management, technical performance indicators, demand and risk management, and return of investment).

**LDR:** “when we start the project Pomares Mata Atlântica in community, we face some problems, because farmers do not want forest in their territory. The forest was unproductive land, (…) to convince farmers that it is possible to use the forest to produce and applying agroecology concepts to prevent the environment, to create harmony between the human production system and nature. One question was put in action: how to make the forest standing has more value to the farmer than the aggressive agricultural system or other urban occupation areas?” Nowadays, the production system has consolidated into sustainable concepts. Indeed, what is missing is an integration among farmers and understand that they need to work in a collaborative way to develop together with the local productive arrangement, sharing the knowledge, technology, and market earnings. To develop a knowledge bank about technical of the sustainable production system that could be accessed by all stakeholders involved in Alto Tiete Council and contribute to farmers, professionals from an institute exchange the experience and help each other. LDR: “A better way to forest preservation, after the public politics that forbidden the forest areas accessed, it would be precisely the economic aspects, because the farmers called the preservation laws of the ‘environmental restriction’ or ‘environmental passive’. Thus, the forest should be a better economic option for local development”.

**Distribution management system:** plan delivery (transport, warehouse, package, routes, logistics performance indicator). Rural logistics is a challenge for farming farmers because they are working without production and logistics infrastructure. The logistics management is complex, and it is responsible for available goods to market on time without manage mistakes. Faria recommends applying the central distribution to the products flow more efficient, manage the flow of the reception of products from many suppliers, and distributing for several clients [25]. Develop a confidence market it is necessary to have excellent logistics service that involves the customer satisfaction level.

4. Discuss

Alto Tiete community has 63,103 schools that assist children since the pre-stage until high-school, and also it has installed almost 63 thousand private companies [12]. The future of the Alto Tiete bio-economy depends on the construction of a dynamic and strong network to face the competitive market in a perspective of the sustainable and collaborative supply chain. The native fruits supply chain engagement to create awareness into society to preserve the Atlantic Forest and, at the same time, living from a productive economic process in balance. This supply chain maturity reflects the degree of trust and strength of ties between each member, acting in a collective and shared way. As presented previously in literature, the supply chain collaborative is a complex model that requires independents members to work jointly in planning and executing supply chain operations, and they shared the profits; however, one of the main problems is the difficulty in performing a fair assessment of their benefits [8]. This is another critical point that was observed in Alto Tiete SLPA, the lack of confidence among the members. Some members discussed the price of supply, delivery and the financial return to them. This perspective is a weakness of supply chain governance that should work to find a balance among the actors and fair contribution. According to Preiss et al., the governance it is responsible to manage tasks and decision-making process, division of working as ordering, delivering, accountability and payments as well as promoting social and political activities [1].

4.1. **Strategies to developing the distribution management system**

To develop a partnership program with all stakeholders to open the Alto Tiete market (families farming, rural association, cooperative, Educational organizations, Governmental, SEEIC). The council can explore some strategies, Table 2. Firstly, the SLPA should focus on Market Alto Tiete offering the products to School; after expanding the Market to the hotel, restaurants, and industry. Finally, available products to consumers in alternative shopping. Gradually, include the native fruits into culinary to School and creating consumption habits. Develop the food preference towards children and teens is a strategy to expand from
School to Family changing the eating habits of Brazilian families. Thus, the Schools located in Alto Tiete cities have been buying processed foods to student consumption (school lunch), such as juice in boxes, kits of snacks, crackers due to facilities in distribution and storage of foods. Therefore, the SLPA should be investing in meets the school market demand.

Table 2: Strategies proposed to develop and strengthen the Eco-market in Alto Tietê community

<table>
<thead>
<tr>
<th>Strategies</th>
<th>Description</th>
</tr>
</thead>
</table>
| 1: Meets the school demand | 1.1: To understand the school new demands (the governmental program to schools lunch distribution: the law 11.947/2009 provides that 30% of food shopping to school have to be from family farming)  
1.2: Developing products to children nutrition (Heath snacks)  
1.3: Developing the suppliers to process the in nature products (Products semi-processed or processed)  
1.4: Training employees to public sales (Bidding, designate a person responsible for following the food demand of the school)  
1.5: Developing logistics distribution  
1.6: Training employees to guarantee the quality products and service |
| 2: To become a supplier of juice and dessert to hotels, restaurants, and industries | 2.1: To understand the market characteristics (General market research)  
2.2: Make sales meetings and product display (The regional characteristics of the population and tourists)  
2.3: Offer product sample for customers appreciation (Create demand and focus on product benefits for health, diversify the menu (typical drinks and food))  
2.4: To understand the client expectation (Specific market research)  
2.5: Offer goods and service customized (Consultative sales and offer sales solution for each customer demand)  
2.6: Developing relationships (Make and maintain suppliers contracts with hotels, restaurants, and industries)  
2.7: After-sales service (Improve the sales and supply solution) |
| 3: Offer products in the alternative shopping facilities or other sales strategies | 3.1: Display products in nature store (Franchises food systems)  
3.2: Expose products in gastronomy fairs, grocery store (fruits in nature, and processed products).  
3.3: Buying direct from the farmer (a virtual market using ‘App’) |

Source: Author (2019)

Nowadays, the School lunch are bought from other regions like Rio Grande do Sul. This reality occurred due to a lack of communication development among the Education Department of the Alto Tiete community with rural associations to develop the school lunch supplier from its community. It is necessary to reach the children to change their eating habits. LDR: “the sustainable market will grow fast if each other, at the time of purchase, we asked by a product free from an aggressive agricultural system. If the seller tries sales us a traditional product, we learned to answer thank you, but I do not want food or drink from an agricultural system that used pesticides, that it does not respect the nature system. We will buy food and drink from a sustainable process.” Moreover, the SLPA should introduce yourself like a supplier of typical products from Alto Tiete local and the eco-market to try to rescue the local identity and Offer Sustanaible products as an opportunity to culture valorization.

5. Conclusion

We can conclude that despite currents projects working to develop local productive arrangements, it is impossible to create a market without appropriate collaborative strategies and a food supply chain framework to emphasizes the regional characteristics. The governance of SLPA should be aligned with the interests of the members, and the SLPA strengthen based on the partnership among members of the food supply chain could boost the Alto Tiete market.
6. References


11. M. AMBIENTE, “Mata Atlântica.” 18AD.


A Digital Twin Framework of a Material Handling Operator in Industry 4.0 Environments

Abhimanyu Sharotry 1, Jesus Jimenez, Ph.D.1, David Wierschem, Ph.D.2, Francis Mendez, Ph.D. 2, George Koutitas, Ph.D. 1, Damian Valles, Ph.D. 1, Semih Aslan, Ph.D. 1, Koldenhoven RM, Ph.D. 3

1 Ingram School of Engineering, Texas State University, San Marcos TX 78666, U.S.A.
2 CIS & QM Department, McCoy College of Business, San Marcos TX 78666, U.S.A.
3 Department of Health and Human Performance, Texas State University, San Marcos TX 78666, U.S.A.

{jj30@txstate.edu, a_s1241@txstate.edu}

Abstract. This paper presents framework of a manual material handling operator to enhance worker performance using digital twin approach. We explore the successful transition of operators in Industry 4.0 including physical implementation of demonstrators and execution of experiments in a realistic environment. Since the changing factory ecosystem requires models which adapt over time, we justify the use of the digital twin for this industrial transformation. The framework has three modules: Data Collection Module, Digital Twin Application Module & Operator Analysis/Feedback Module. The contributions of researchers in the context of operator fatigue models and operator 4.0 are discussed with future research opportunities.
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1. Introduction

Industry 4.0, a manufacturing movement, is considered a critical component of the “Fourth Industrial Revolution,” and has the potential to affect entire industries by transforming the methods in which companies design, manufacture, and deliver their products [1]. Originally initiated in Germany, Industry 4.0 (I4.0) has attracted significant worldwide attention in recent years. It is closely related with the internet of things (IoT), cyber-physical systems (CPS), information & communication technology (ICT), enterprise architecture (EA) and services [1]. The goals of Industry 4.0 are to achieve a higher level of operational efficiency & productivity along with a higher level of automatization; yet these highly advanced and automated manufacturing environments should remain human-centered to enable technology to coexist with humans. The major features of this fourth industrial revolution, as discussed by J. Posada et al. [2] and V. Roblek et al. [3] are digitization, optimization, customization of production, automation & adaptation, human machine interaction (HMI), value added services & businesses, automatic data exchange & communication.

The futuristic I4.0 manufacturing environment focuses on shorter delivery times, increased levels of customization, product variety, quality, as well as demand variability. With the transition in manufacturing to more technologically advanced and automated systems, it is important to understand the role of the human operators who work in these environments. The development of I4.0 is accompanied by a change in the range of worker tasks and demands in the factory context [4], the operators now are multi-skilled and perform jobs at several workstations capable of responding to mass-customized products, processing large
amounts of information [5]. D. Romero et al. [6] has defined this smart generation of operators as Operator 4.0, i.e. humans who are assisted by machines and technology to enhance their physical, cognitive and sensorial capabilities to perform their manufacturing tasks.

Statistics from U.S. Department of Labor, Bureau of Labor Statistics [7] show that in manufacturing industries, Musculoskeletal disorders (MSD) accounted for 34% of the “Days Away From Work” (DAFW) cases in 2017. Sprains, strains, and tears were accounted as the leading type of injury in manufacturing with 34,110 cases. Due to a boom in warehousing and storage business, the trends have shown an increase from 662.2 employees (thousands) in January 2009 to 1,180.9 in January 2019, a 78% increase in the number of workplace injuries and illnesses. Overexertion and bodily reaction rose from 1,350 cases to 8,310 in 2017, along with an increase of 3,120 cases in transportation and material moving workers leading to DAFW [7]. Therefore, our research attempts to identify opportunities to track and reduce the basis of MSD, sprains, strains, overexertion activities that are caused by traditional repetitive tasks, such as lifting, picking, pushing, pulling, carrying, moving, manipulating, holding or restraining objects, often defined as Manual Material Handling (MMH) activities. This research has also identified the lack of research literature, which would help quantify the amount of mental and physical workload operators experience in working with Industry 4.0 technology.

The main objective of this research is to conceptualize a digital twin of a human operator and propose a framework that enables the understanding and analysis of the factors that influence human variability and error, while performing their manufacturing tasks with the aid of digital twin (DT) technology. The proposed framework (Figure 1) has the following main components: 1) Data Collection Module, 2) Digital Twin Application Module, and 3) Operator Analysis/Feedback Module. These modules and their applications will be explained below.

The article is structured as follows. Section 2 describes the proposed digital twin framework and provides a literature review focused on past work motivating each of the modules. Section 3 provides conclusions and future work.
2. Modules of Proposed Framework

2.1. Module I: Data Collection Module

Manual Materials Handling (MMH) operations are carried out in most workplaces, demanding a unique skill from the operator [8]. During these activities, operators are subjected to both mental and physical fatigue, discomfort, injury and a performance reduction, all of which have a cost to an organization. The costs related to discomfort and fatigue are more difficult to quantify than those costs caused by injuries, primarily because the worker remains at the workplace with reduced work capabilities [9]. Healthy worker performance, work quality, and system output can be compromised via poor design of human factors (workstation layout), cumulatively hazardous and excessively fatiguing worker motions. Physical fatigue is the only one that can be evaluated objectively as it involves movement of the whole body and can be generalized as general body fatigue [10]. With more accurate predictions of the levels of fatigue in the operators, the hazards of MMH can be assessed by the nature of load, task, environment & the operator’s biometrical characteristics [8]. Hence, there is an increasing interest by researchers and practitioners to develop methods to quantify and monitor fatigue.

Multiple tools have been proposed over time to measure and reduce the fatigue among the workforce. Preexisting ergonomic assessment tools such as RULA [11], REBA [12], the NIOSH lifting equations [13] can be categorized as observational. Virtual human factor (VHF) tools, such as digital human models (DHM), discrete event simulation (DES), virtual reality (VR), etc., allow the user to perform ergonomic assessment on the systems not yet constructed [9]. Predictive tools proposed by M. A. Greig et al. [9] can be used during the design stages to assist in layout planning and task balancing, followed by the suggested additive model based on VR experimentation environment by G. Chryssolouris et al. [14], estimating an interactive process performance but missing the tools to support an exact representation of specialized process characteristics [14]. The strain index methodology of J. S. Moore et al. [15] is another way of calculating the distal upper extremity disorder, which is derived from physiological, biomechanical and epidemiological principles; though some of the subjective estimates in the study act as limitations of this approach [15].

Other methods of assessing fatigue rates by subjective ratings include the Likert scale and the commonly used Borg scale, using the rate of perceived exertion which solely depends on the subjective feedback and variance in the perceived effort of completion of different exercises, acting as a weakness of this process. Another possible way of monitoring fatigue is via the energy expenditure rate, which differs from the conventional ways as it is considered the only method that can be evaluated objectively, involving the movement of whole body rather than focusing on a specific part of it [10]. Adding to which, parameters such as rest time, recovery time estimation, and rest allowance can also be measured as the result of models concluded by V. Valentina et al [10].

One limitation of the models discussed above is their lack of including weight as a decision variable, which is a major component of MMH tasks. Another limitation is their requiring post experiment evaluation, resulting in an inability to provide real-time feedback. To address these limitations, objective measures are preferable.

Since we know that fatigue has a protective function against irreversible muscle damage [16], it plays an important role in the redistribution and reorganization mechanisms of the human body, which optimizes the coordination of active muscle fibers and multi-joint coordination [16]. Objective measures for muscle fatigue include surface electromyography (sMEG), mechanomyography (MMG) and ultrasound strain imaging. A limitation of using sMEG is that it can only provide measures for the muscles the sensor is attached to.

Research shows that fatigue influences postural control and movement coordination, leading to observable changes in movement kinematics such as range-of-motion (ROM) and angle velocities with accumulation of muscle fatigue [16]. Hence, optical motion capture methodology with infrared cameras can be used to compute joint angles via inverse kinematics from recorded marker positions, providing an accurate measurement as compared to computer vision and inertial measurement units (IMUs), making it the preferred method for determining physical fatigue. As concluded by M. Golan et al. [17] and M. Peruzzini,
et al. [18] the lack of standard datasets makes it difficult to validate standard human behavior and the real-time mapping of operator movements. Using motion capture methodology would make it possible to determine, evaluate and create the required datasets for operator movement analysis.

The current components of this data collection module are briefly summarized in Table 1.

Table 1: Components of Data Collection Module.

<table>
<thead>
<tr>
<th>No.</th>
<th>Components</th>
<th>Brief Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Participants</td>
<td>Healthy adults recruited from the university population.</td>
</tr>
<tr>
<td>2</td>
<td>Nature of Task</td>
<td>Seven fundamental moves [Back Lifting, Leg Lifting, Pulling (Shoulder), Pulling (Elbow), Pushing (Shoulder), Pushing (Elbow), Walking, Walking with weights] were determined and the data shall be collected for the specific movements in controlled conditions.</td>
</tr>
<tr>
<td>3</td>
<td>Biometrics</td>
<td>Use of wearable biometric system via cardiac, movement &amp; breathing sensors to collect biometric data during experiment.</td>
</tr>
<tr>
<td>4</td>
<td>Biomechanical Model</td>
<td>Dynamic biomechanical model of the body segments for analysis.</td>
</tr>
<tr>
<td>5</td>
<td>Data Analysis</td>
<td>Statistical analysis of multiple data collected.</td>
</tr>
</tbody>
</table>

2.2. Module II: Digital Twin Application Module

Mathematical models have been used since the 1700s to evaluate a system’s performance. The availability of I4.0 tools such as the internet of things (IoT), big data, cloud computing, artificial intelligence and digital reality have made the interaction of such physical and digital systems possible. Creating interactive and identical cyber physical models of real-world systems are the definition of Digital Twin (DT) technology [19]. Such smart, connected product systems (SCPs) are driven by their type, granularity and the amount of information enclosed. Emerging as a tool for Product Lifecycle Management (PLM), the concept of DT technology has evolved over time. An example of a DT developed by GE is that of an airplane engine where the engine is being manufactured in physical space and the data is sent to a virtual space, creating a DT environment [20]. With characteristics like scalability, interoperability, expansibility and fidelity, cyber twins can provide value to an organization via visualization, analysis, prediction and optimization tools [21].

Frameworks for DTs have been developed by researchers in the field of ergonomics [22], hybrid production systems [23] and Body-in-White production systems [24]. A hybrid network outline was proposed by A. K. R. Venkatapathy et al. [25] with the use of digital twin concepts, aiming to develop a decentralized logistics system. Application of DT technology within the field of MMH is scarce.

MMH work contributes to over half a million cases of musculoskeletal disorders annually. Tools have been developed to access operator wellbeing as mentioned in the previous module. The goal of such ergonomic assessment tools is to provide an optimal fit between work requirements and operator capabilities, but fail to provide a benefit in safety and productivity when applied [26]. Most ergonomic analysis techniques have a limited task application. For instance, RULA targets the risk of upper limb musculoskeletal injury and NIOSH analysis targets only lifting and lowering tasks. Also, such assessment methods do not consider dynamic biomechanical analysis. These characteristics can be combined to develop a multi-scale, multi-physical and probabilistic simulation model of the operator, with the measurement of fatigue and other performance metrics under dynamic conditions. Dynamic fatigue models, including array inputs such as maximum forces, torque loads, varying levels of forces at different time intervals and joint movements for the measurement of operator performance have been created, but are limited to specific instances only [22] [24]. A DT framework for the operator will act as a platform to bridge the gap between current workplace scenarios and future factories with more advanced workplace operators. Such frameworks will allow for more proactive decisions to be made for the MMH industry. Assessing the factory environments with respect to I4.0, our proposed framework provides a digital platform to evaluate the various factors leading to MMH hazards (Figure 1).
As concluded by B. Schleich et al. [21], the DT model must have specific characteristics such as: scalability, interoperability, expansibility and fidelity. Our digital framework concentrates on determining the basic attributes of a smart operator. Scalability can be defined as the ability of a model to analyze varying information fed into the system. This makes it possible to analyze the operator behavior in future workspaces for smart operators as defined by D. Romero et al. [27] using tools such as exoskeleton, AR, VR, wearable tracker, robots and data analytics. The interoperability feature of DT allows the analyst to track operator performance characteristics along with factory statistics. Analyzing parameters such as worker scheduling and rest time allows the system to work in tandem with other systems. The components of this DT module are listed in Table 2.

**Table 2: Components of Digital Twin Module.**

<table>
<thead>
<tr>
<th>No.</th>
<th>Components</th>
<th>Brief Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Data Collection</td>
<td>The necessary data shall be collected as per the specific instance of DT.</td>
</tr>
<tr>
<td>2</td>
<td>Communication</td>
<td>Use of cloud based cyber-physical systems for communication within factory environment.</td>
</tr>
<tr>
<td>3</td>
<td>Data Analysis</td>
<td>Real-time statistical analytics via inverse dynamics for joint reaction forces, moments and other ergonomic analysis.</td>
</tr>
<tr>
<td>4</td>
<td>Feedback</td>
<td>Personalized feedback to operators and floor manager via improved data analytics to improve operational performance.</td>
</tr>
</tbody>
</table>

We can summarize the attributes of our digital framework as:

- It is the virtual model of a human operator.
- Continuously collects data such as biometrics, joint movement & factory statistics.
- Connects with the operator, updating in real-time.
- Provides data and feedback through visualization, analysis & optimization techniques.

DT technology is being used in the manufacturing industry, achieving real-time interconnection between physical products and virtual models, enhancing the flexibility and competitiveness of the system [28]. The use of this technology in product service has been of use in the manufacturing and construction industries, allowing real-time dynamic monitoring and precise prediction of product performance [29]. In recent years, the automotive manufacturer TESLA has been planning to develop a DT for every manufactured vehicle enabling data sharing & analysis between the vehicle and the company [21]. Another instance can be seen in DHL’s first digital twin warehouse which enables the use of this technology to reduce congestion, optimize space usage, real-time data assessment and improve safety in the warehouse [30]. Since the key factor in all the mentioned industries is their human eccentricity, we represent our digital twin of the human operator in Industry 4.0 environment, with the ability to analyze the characteristics of workers in real-time scenarios. The human integration in cyber physical systems is still considered a societal challenge. [31]. As the human involvement plays an important role in productivity of the system, risks related to MMH tasks associated with the nature of load, type of task, work environment & the operator [8] (Figure 2), allow the use of technology to analyze the ergonomics of the work environment with the aim of reducing worker fatigue.

![Operator environment with factors leading to MMH hazards.](image)
The implementation of a successful DT, with its need for large amounts of data and a suitable development environment, can be successfully overcome by the proposed framework [32].

2.3. Module III: Operator Analysis/ Feedback Module

The interaction of human operators with various industrial and digital production technologies, can be summarized as: Operator 1.0 – humans conducting manual and dexterous work with minimal support from mechanical and manually operated tools; Operator 2.0 – humans performing assisted work with the support of computer assisted tools; Operator 3.0 – humans involved in cooperative work with robots, also defined as human-robot collaboration; Operator 4.0 – humans who are assisted by machines and technology to enhance their physical, cognitive and sensorial capabilities to perform the manufacturing tasks. [6]. This philosophy focuses on treating automation as a further enhancement of the human’s physical, sensorial and cognitive capabilities by means of cyber physical system integration. Strategies aiming at the cognitive capabilities of an operator, playing an important role in the mental workload, decision making, human-computer interaction & skilled performance have been presented by S. Mattsson, et al. [33] and D. Romero et al. [6].

Human characteristics such as age, gender, cultural background and personality are often neglected in traditional decision-making models and the DES approach used in design and management of production and logistic systems resulting in a need for a ‘system of systems’ that considers the increasing number of human factors [34] [35]. A procedure for a pragmatic assessment of the relation between physical and cognitive measurable human factors and workplace design by using virtual and mixed reality set-ups was proposed by M. Peruzzini, et al. [18]. However, the lack of assessment of the emotional response, applicability and data holds it back from being used in the industrial environment.

The proposed digital twin framework allows for taking into consideration current operator scenarios, analysing them in real-time and providing feedback to the experts. As concluded by the systematic literature review by E. Rauch, et al. [36] there is a lack of data and practical experience resulting from implementation of I4.0 technologies. The proposed DT framework will allow the user to analyse outcomes of industrial revolution in the early stages of adaptation as a result of its real-time capabilities.

M. Golan et al. [17] provided a framework of the future human operator based on cognitive and behavioural theories regarding workstation interaction in the current I4.0 era. Despite studies available on the use of machine learning and technology to transform the production floor, the author concluded that none of the studies explored human-machine interaction. The proposed DT is aimed at the development of techniques for understanding the implications of the entire scene unfolding at the workstation (Figure 2).

3. Discussion and Conclusion

This paper presents a framework for a digital twin of an operator in the industry 4.0 environment. Material handling tasks, being highly repetitive, are considered as the leading contributors to injuries with 1,180,900 workplace injuries and illnesses in January 2019.

The Data Collection Module summarized the various fatigue detection methods. It concluded that the use of an integration of motion capture and biometrics technologies to detect worker fatigue via methods like strain index, energy expenditure and Borg’s scale, creates a platform of fatigue detection more objectively and accurate. The use of digital twin technology was recommended to provide real-time feedback, enhancing operator well-being.

With characteristics like scalability, interoperability, expansibility and fidelity, the use of this technology will enhance the role of operators in the factory. This ideology was presented in the Digital Twin Application Module, demonstrating that the use of a DT would enable real-time insight, forecasting and decision support for live operations.
The Operator Analysis / Feedback Module presented the role of operators with insight on various levels of research being done for human centric industrial developments. It was identified that the proposed DT framework would address the various challenges faced by researchers in analysing human characteristics. Future stages of research are anticipated to include collection of additional datasets covering a variety of human characteristics, body movements and other factory prevalent MMH motions. The analysis of these datasets will act as the basis for recognizing the hazardous motions leading to higher fatigue rates. This study will allow us to determine the optimal motion required for a specified task. Using machine learning algorithms, the simulation model can be trained to assist the smart operator 4.0 with task recommendations resulting in lower fatigue rates. Also, the integration of these fatigue models with real-time factory statistics will allow the simulation engineers to predict the job time more efficiently.
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1. Introduction

The world population is expected to reach 9.8 billion in 2050 and 11.2 billion in 2100, according to the United Nations, Department of Economics, and Social Affairs [1] that will affect the global demand for food production. Brazil is one of the most important players in Food Production being responsible for 101,482,104 cereal tons in 2014 [2]. However, despite this importance, two problems need to be highlighted: poor and concentrated logistics infrastructure, and the dependence of imported agriculture inputs.

Poor and concentrated logistics imply bottlenecks to import and export goods [3, 4] while imported agriculture inputs cause international dependence and reduce revenue margins in the Brazilian agriculture supply chain [5]. Souza et al. [3] argue that the flow of commodities exports depends on a few routes and ports that entail logistics bottlenecks. Brazilian agricultural products were on average 36.27% higher than the price of an equivalent from Germany or the United States [6].

It is important to note that these issues are not only correlated to Brazilian agriculture, Latin America, in general, faces challenges on logistics and production, planning and control. Pérez – Pérez et al. [7] argue that limited visibility of demand, the seasonality of productive supply of raw materials and restricted planning, put at risk agricultural production. Coba et al. [8] affirm that the agricultural supply chains in Peru, for instance, are mainly related not to organized agroindustry groups but too small producers, with a low level of integration in supply chain practices.

Given that, we can infer that agricultural inputs have an essential role in the agriculture supply chains. Seeds, for example, are crucial because of the impacts on the prices of final products [9]. The same occurs with fertilizers that are essential to help the soil to produce efficiently. Therefore, it is vital to find out ways to improve internal logistics to facilitate the inland flow of agriculture products to export and receive these essential agriculture inputs.
Particularly in this paper, we investigate imports of fertilizers (NPK - Nitrogen, Phosphorus, and Potassium) in Brazil and its logistics framework to access production areas of the country. This study will provide an overview of how fertilizers enter into Brazil that can help decision-makers evaluate alternatives to improve hinterland logistics.

To this end, we used government data from Brazilian fertilizer imports identifying the origin and Port/Airport of entered. Our proposal is to analyze this network, identify the flow of fertilizer and the role of stakeholders, and using Social Network Analysis (SNA) measures.

The novelty of this article relies on to establish an overview of Brazilian Import Fertilizer related to origins, logistics flows, and bottlenecks. Currently, there aren’t studies focus on understanding this vital flow of raw material to Brazilian Agriculture cultures.

2. Fertilizer Industry

Among the agriculture inputs fertilizers essential to Food Production the most important is composed of three primary macronutrients: nitrogen (N), phosphorus (P) and potassium (K); which are mixed according to the needs of each soil and crop. Currently, Brazil is the world’s second-largest importer of phosphate fertilizers after India and the fourth largest potash-importing country after the United States, China, and India [10]. Projections showed that the country imported an average of 24.4 M per year.

The world fertilizer production is composed of a couple of countries that directly affect the entire supply chain such as Canada, China, the Russian Federation, and Norway.

According to Rappel and Loiola [11], the primary components in fertilizers are nutrients, which are vital for plant growth. Primary fertilizers include substances derived from nitrogen, phosphorus, and potassium. Several raw materials are used to produce these compounds. When ammonia is used as the nitrogen source in a fertilizer, one method of synthetic production requires the use of natural gas and air. The phosphorus component is made using sulfur, coal, and phosphate rock. The potassium source comes from potassium chloride, a primary component of potash.

The Brazilian market, specifically, is the fourth largest importer market in the world of nutrients, with imports in the order of 11.9 million tons of NPK in 2014, surpassed only by China, India, and the USA [12]. Fertilizers are products of seasonal demand; being in Brazil, the peak demand is during the second half of each year. This seasonality has a decisive impact on the performance of companies that, in the first half of the year, have poor economic and financial performance, with rising levels of short-term debt and inventories, resulting in negative operating results. This situation improves in the second half of the year, when sales grow significantly and, as a result, performance indicators improve.

3. Methodology

This work is part of an exploratory study as presented by Kothari [13] that aims to understand the flow of imported fertilizers (NPK) to Brazil and its logistical procedures. The idea was to identify the players, the volume of cargo, the origins and destinies, and ports of access inside the country. Once we defined this objective we seek a feasible method for our analysis. Thus, we find out that the Social Network Analysis (SNA) has been used to study logistics flows and relationships. According to Ta-Wei et al. the potential of Social Network Analysis to characterize supply network structures is growing interest in supply chain management [14]. This interest occurs because SNA allows identifying the flows of goods among actors in supply networks, and also the main players involved. Moreover, it allows transforming a qualitative idea about these flows and leadership in quantitative analysis.

To develop this research the following methodological procedures were adopted:

- A bibliographic research was conducted to identify the global fertilizer chain, specifically focused on fertilizers (NPK), the main world fertilizer using information from International Institute of Plant Nutrition (IPNI) [15], National Fertilizer Diffusion Association (ANDA) [10], and the Food and Agriculture Organization of the United Nations (FAO/UN) [2].
The volumes of Brazilian import fertilizers, including their origin and logistic hub of the location they entered in Brazil, were collected using the Aliceweb system of the Ministry of Industry, Foreign Trade and Services (MDIC) [16]. The data reflects the imports of fertilizer of NPK between 2012 and 2016. Data were organized in tables to analyze using Microsoft Excel® 2016 software.

Social Network Analysis was performed using Ucinet 6.0 © and Netdraw © software[17]. They enabled the graphics analysis of trade and understand the behavior of actors in the network.

The SNA is a technique used to study relationships between different actors in a network. According to Can and Alatas [18] a social network is made up of structures that are comprised of actors and their relationships with each other. Among main metrics of SNA the centrality is the most important that consist in the indices of the power, prestige, influence, prominence and importance in a network, in general, it is associated with instrumental outcomes, such as an individual’s access to network resources and social capital [19]. The centrality is divided into three-fold: degree, betweenness, and closeness [20]. Moreover, the SNA studies involved the visual analysis of the network, where we can measure and analysis the same metrics using a graphical model. Notably, we conducted it to evaluate the fertilizer flows from international suppliers and Brazilian areas.

Regarding SNA centrality measures, we adopted the centrality degree where the in-degree is associate to the number of countries that send fertilizer to Brazilian cargo receive areas, and the closeness where the inclose refers to the ability of a node to connect to all the actors of a Network [20], that in this case is associated to network involving Brazilian cargo areas and importer countries.

4. Results

As previously mentioned, the data collected on the Aliceweb platform of the Ministry of Industry, Foreign Trade and Services allowed the analysis of the fertilizer import network (NPK). Using Netdraw® software, the network of countries that export to Brazil and their respective volumes between 2012 and 2016 were plotted (Figure 1).

![Fig. 1. Brazilian Fertilizer (NPK) Import Network](image-url)

The purpose of Figure 1 was to identify the flow of import fertilizers to Brazil. From 2012 to 2016, the major countries to send fertilizer to Brazil were Norway and Russia. Norway is responsible for 47% of the
exports and Russia by 37%. Yara International is the world’s largest producer of ammonia, nitrates and NPK fertilizers and operates 26 production plants in 16 countries [21]. It is the leading trading company in this sector operating in Brazil, and Russia is among the world’s four largest producers of NPK in the world, with 25% of the Brazilian domestic market [10].

In order to identify the ports of entry and the modalities involved in this fertilizer input, data were collected as the country of origin of these cargos, port, airport, or customs of the entry road, which consequently allows relating to the transport system used. Figure 2 also produced using Netdraw® allowed to identify the network and its subgroups (Figure 2).

The circle nodes represent Seaports, square nodes Exporting Countries, diamond nodes Airports, and triangle nodes road customs. Our results showed that most of the cargo is carried out by 18 Seaports in a volume corresponding to 99.88% of volume imported. The largest volume of imports occurs by Santos, Paranagua, and Rio Grande ports, as can be seen in Figure 3. Santos is the major port of access to Fertilizer (NPK) with 35% of this total volume.
Santos and Parangaua are the major port of access to Fertilizer (NPK) and both respond for 36% each of total volume and Rio Grande 15%. The analysis of networks allowed us to identify the volumes and main access ports in Brazil.

Afterwards, we seek to comprehend if the volumes were related to the main actors in the network. To do so, we used some SNA measures using Ucinet® 6.0 software. 

Our previous result showed the Santos was the major access port to fertilizer. Thus, to verify its degree of centrality, we established a relationship between the nodes of the network, where 1 represented the relationship and 0 was not. The degree centrality is the number of actors to which an actor is directly connected. This is divided into Input Degree and Output Level depending on the direction of the flows of fertilizers [9]. In this study imports are Input Degree (Indeg) and Exports are Output Degree. The results are shown in Table 1. They represent the five main logistics hubs in Brazil.

<table>
<thead>
<tr>
<th>ID</th>
<th>Indeg</th>
<th>nIndeg</th>
</tr>
</thead>
<tbody>
<tr>
<td>PORTO_DE_SANTOS_SP</td>
<td>20</td>
<td>0.4167</td>
</tr>
<tr>
<td>PORTO_DE_PARANAGUA_PR</td>
<td>14</td>
<td>0.2917</td>
</tr>
<tr>
<td>PORTO_DE_RIO_GRANDE_RS</td>
<td>9</td>
<td>0.1875</td>
</tr>
<tr>
<td>SALVADOR_PORTO_BA</td>
<td>9</td>
<td>0.1875</td>
</tr>
<tr>
<td>VITORIA_PORTO_ES</td>
<td>7</td>
<td>0.1458</td>
</tr>
</tbody>
</table>

The results showed that the Port of Santos has a greater centrality of degree, interacting with 20 countries and representing approximately 42% of the centrality of this network. Parangaua (PR) is the second with 16.02%, and in third the port of Rio Grande (RS) with 15.66% (nIndeg). Comparing the degree of centrality with volumes, it is possible to conclude that despite Santos having more relationships in the network than Parangaua, this is not reflected in a higher volume of fertilizer importation for this cargo port.

The same analysis in SNA allows checking the index of network centralization that consists of a special condition in which an actor plays a clearly central role in being connected to all the nodes, which will move
him to the central point in order to connect to each other [20]. The results indicate that Outdegree Network Centralization is 21% (exports), and Indegree Network Centralization is 38% (imports). This network is clearly not centralized in both ways. However, it confirms that more numbers of relationships between actors do not mean there is more volume of trade.

Finally, it was calculated the degree of closeness that consists of the ability of a node to connect to all the actors of a Network [16]. This measure is also obtained in degrees of output and degrees of input. In Table 2 can be seen the ten major fertilizer imports selected by the degree of closeness of fertilizer input.

### Table 2. Closeness Measures

<table>
<thead>
<tr>
<th>ID</th>
<th>InClose</th>
</tr>
</thead>
<tbody>
<tr>
<td>PORTO_DE_SANTOS_SP</td>
<td>0.63158</td>
</tr>
<tr>
<td>PORTO_DE_PARANAGUA_PR</td>
<td>0.58537</td>
</tr>
<tr>
<td>PORTO_DE_RIO_GRANDE_RS</td>
<td>0.55172</td>
</tr>
<tr>
<td>SALVADOR_PORTO_BA</td>
<td>0.55172</td>
</tr>
<tr>
<td>VITORIA_PORTO_ES</td>
<td>0.53933</td>
</tr>
<tr>
<td>ITAJAÍ_PORTO_SC</td>
<td>0.53333</td>
</tr>
<tr>
<td>RECIFE_PORTO_(SUAPE)_PE</td>
<td>0.53333</td>
</tr>
<tr>
<td>SAO_FRANCISCO_DO_SUL_PORTO_SC</td>
<td>0.53333</td>
</tr>
<tr>
<td>RIO_DE_JANEIRO_PORTO_RJ</td>
<td>0.52747</td>
</tr>
<tr>
<td>ARATU_PORTO_BA</td>
<td>0.51064</td>
</tr>
</tbody>
</table>

As can be seen in Figure 2 Santos can be connected to 0.63158 of the network. Paraná, second place, connects 0.58537 of the network. Despite the analysis does not show a considerable difference between Santos and Aratu, the results help to confirm the degree results where Ports of Santos are the Paraná are the main players in the network reflected in the volume of cargo. In other words, to send fertilizer to Brazil, companies probably use Santos or Paraná where the leading trading companies find important terminals to receive agricultural inputs.

### 5. Conclusion

Despite this article to be exploratory analysis, it identified Santos and Paranaguá as the main routes of import for fertilizers and constitutes a bottleneck of logistics operations.

Finally, the concentration in only two routes creates logistics bottlenecks in both ports and allows the creation of traffic jams and excessive use of capacity. Therefore, the subsequent studies will focus on the study of the flow of these raw materials from these ports to the production.
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1. Introduction

This paper presents an approach to a real-world assembly line problem. Complex products are produced on a high-variety, sequentially operated assembly line; components are added as the products being assembled move from station to station. Component assembly occurs on-site on dedicated machines that require specific manpower competencies; therefore, the component assembly department requires workers with different skills. Components are assembled the day before they are needed for the main production line to avoid storage difficulties. Assembly workers are assigned to both machines and components and can be reassigned during the day depending on need. The skills of a worker to work on a machine directly impacts the processing time of the component on that particular machine. The throughput on the main production line is generally stable over a period of time and generates the demand for components from the component assembly department. The number of components required for each excavator is identical. However, component specifications are dependent upon the product being assembled and this influences the processing time. As a result, the workload of the component assembly department is unstable and subject to variability which causes dissatisfaction among the personnel, increases overtime work and results in delays on the main production line.

The present paper addresses the optimization of the assignment of personnel to different machines and components, considering personnel competencies, so as to level the workload and minimize operational disturbances on the main assembly lines. An evolutionary algorithm is proposed to solve this problem.
The paper presents an extended version of a past paper [1]. In the earlier version, the assignment to machines was not considered explicitly and the problem was modelled as a generalized assignment problem (GAP). By considering the job assignment to machines and to personnel, a multi-dimensional assignment problem is now presented, more precisely a three-dimensional assignment problem. The proposed solution algorithm has therefore been adapted.

The multi-dimensional assignment problem (MAP) is found in the literature under 2 main variants. The first considers the generalization to k dimensions of the classical assignment problem, for which the problem is to find the optimal matching between n elements of 2 sets (one-to-one matching). This problem was first defined by Pierskalla [2] and is shown to be NP-hard [3]. Researchers are interested in finding, in an efficient way, feasible and near optimal solutions. Pasiliao, Pardalos [4] studied the performance of branch and bound algorithms based on different tree representations of the MAP. Problem instance structures, based on costs, weights, and capacity, have been studied and were proven to influence the solution time. Grundel, Krokhmal [5] studied the number of local minima in the case of instances with independent cost structure. The number of local minima increases with the number of dimensions and has a negative impact on local neighborhood search heuristics. Huang and Lim [6] used a local search heuristic hybridized with a genetic algorithm. The general idea of their method was to solve a problem of smaller dimensions by considering the original problem as fixed. Karapetyan and Gutin [7] showed that heuristic methods performed differently on problems with independent weights vs decomposable weights and adjusted the local search algorithms.

The second variant is a generalization to k dimensions of the generalized assignment problem, for which one has to find the best one-to-many assignment, recognizing capacity limits. This problem has been presented by Ross and Zoltners [8] under the name weighted assignment model. Gilbert and Hofstra [9] and Pentico [10] presented the applications and variants of this version of the MAP. Geetha and Vartak [11] reviewed how to balance problems with 3 dimensions so that known heuristics can be applied. Park, Byung Ha [12] used a Lagrangian dual-based branch-and-bound algorithm to the lower bounding scheme, and accelerated the search process. This later variant is mostly encountered in the literature under the name “multidimensional multiple-choice knapsack problem” (MMKP). Indeed, the multiple knapsack problem (MKP) is a GAP [13]; its generalization to k dimensions can thus be considered as a MMKP. The MMKP is a variant of the 0-1 knapsack problem which is a NP-complete problem [14]. As in the case of the AP generalized to k dimensions, the structure of the problem has an influence on the efficiency of the method used to solve it. Han, Leblet [15] studied known algorithms to solve the MMKP and showed that when there is correlation between the parameters, the instances are harder to solve. Ghasemi and Razzazi [16] developed a branch-and-bound approach for instances with non-correlated cost problems.

The specific emphasis of this paper is to propose an evolutionary algorithm to solve an assignment problem of jobs to machines and personnel, taking into account the workers’ skills and capacity constraints – workers can be assigned to different machines. The model is developed in order to benefit from the characteristics of the problem and to apply an evolutionary algorithm (EA). The EA is tested with different selection strategies.

Section 2 contains the definition of the (real-world) problem. The evolutionary algorithm proposed to solve the resource allocation problem is presented in Section 3. The results analysis is presented and discussed in Section 4. Finally, conclusions and directions for future work are outlined in Section 5.

2. Multi-dimensional multiple-choice knapsack problem

The objective of the proposed model, elaborated in partnership with a construction equipment manufacturer, is to minimize the total completion time. A final product is composed of c types of components; the component assembly department is composed of m machines (m = 1,..,M); each machine is dedicated to the assembly of one type of component. The number of components of each excavator is identical and equal to the number of machine. Every day, the main assembly line produces E construction equipment (excavators). As a result, the demand for the component assembly department on the previous day is E * M = J jobs. For instance, if 6 excavators are being produced on day d+1 on the main assembly line and the component assembly department is composed of 7 machines, the component assembly department must have assembled 6*7 jobs on day d. The number of jobs constitutes the items to schedule. The assembly time of component c of excavator e on machine m is denoted as e_{cem}; which can then be further simplified as the processing time of excavator e on machine m, a_{em} (the component c of excavator e can only be produced on machine m).
The number of employees available in the component assembly department is fixed to $O$. Each operator $o$ ($o = 1, \ldots, O$) possesses different competencies on each machine $m$, which depends on his level of training, $k_{o,m}$. The processing time of job $j$ of excavator $e$ on machine $m$ by operator $o$ is denoted $p_{o,e,m}$ and is equal to $k_{o,m} \times a_{e,m}$. Each operator $o$ can be reallocated and transferred from machine to machine in order to fulfill assembly activities according to his competencies, as long as it does not exceed a maximum number of working hours, $W_o$, which can differ based on their contracts.

Table 1 presents the MMKP notation used in this model.

### Table 1. MMKP Notation

<table>
<thead>
<tr>
<th>Sets</th>
<th>Indices</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O$</td>
<td>$o$</td>
<td>Set of operators in the component assembly department</td>
</tr>
<tr>
<td>$M$</td>
<td>$m$</td>
<td>Set of machines</td>
</tr>
<tr>
<td>$C$</td>
<td>$c$</td>
<td>Set of components</td>
</tr>
<tr>
<td>$J$</td>
<td>$j$</td>
<td>Set of jobs</td>
</tr>
<tr>
<td>$E$</td>
<td>$e$</td>
<td>Set of excavators</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{e,m}$</td>
<td>Assembly time of (component $c$ of) excavator $e$ on machine $m$</td>
</tr>
<tr>
<td>$k_{o,m}$</td>
<td>Competencies of operator $o$ to work on machine $m$</td>
</tr>
<tr>
<td>$p_{o,e,m}$</td>
<td>Processing time for (component $c$ of) excavator $e$ being produced on machine $m$ by operator $o$</td>
</tr>
<tr>
<td>$W_o$</td>
<td>Maximum number of working hours of operator $o$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{o,e,m}$</td>
<td>$1$ if operator $o$ is selected to produce excavator $e$ on machine $m$</td>
</tr>
<tr>
<td></td>
<td>$0$ otherwise</td>
</tr>
</tbody>
</table>

The mathematical formulation of the MMKP with the objective of minimizing the total completion time is as follows:

$$\text{MIN } \sum_{m=1}^{M} \sum_{o=1}^{O} \sum_{e=1}^{E} p_{o,e,m} \times x_{o,e,m}$$

Subject to

$$\sum_{m=1}^{M} \sum_{e=1}^{E} p_{o,e,m} \times x_{o,e,m} \leq W_o, \forall o = 1, \ldots, O$$

$$\sum_{o=1}^{O} x_{o,e,m} = 1, \forall m = 1, \ldots, M, \forall e = 1, \ldots, E$$

$$x_{o,e,m} \in \{0, 1\}$$

Equation (2) represents the constraint that operators cannot work longer than $W_o$ hours per day. Equation (3) represents the constraint that each component of excavator $e$ should be produced once and only once on each machine $m$. Equation (4) defines the domain of the variables.

### 3. Methodology

Due to the complexity of the MMKP, it was decided to use an evolutionary heuristic to search the optimal solution of the given multidimensional knapsack problem. Therefore, the encoding of the solution to the problem was a binary-coded chromosome. Figure 1 presents a schematic representation of the chromosome, considering $o$ different operators, $m$ different machines and $e$ different excavators. This representation is similar to the representation proposed in Tavana, Khalili-Damghani [17].

#### 3.1 Evolutionary Algorithm

Evolutionary algorithms (EAs) are instances of algorithms that work with evolutionary principles. An EA is a search algorithm, inspired by natural selection and genetics that uses a population of possible solutions (candidate solutions) instead of a single solution. The candidate solutions are usually represented as strings (chromosomes) and they are evaluated by an objective (fitness) function. The search is iterative, where
better solutions are generated in each iteration after applying certain genetic operators (selection, recombination, mutation etc.) [18].

![Binary-coded chromosome for the MMKP](image)

**Figure 1.** Binary-coded chromosome for the MMKP

Due to the problem formulation and especially due to constraints (3), it was decided to propose an EA where only a mutation operator is applied without using recombination in order to keep constraint violations to a minimum. As demonstrated by Hesser and Manner [19] the mutation operator can be considered as a search operator in itself. Hence, Figure 2 shows the EA’s pseudocode with selection and mutation operators:

```
begin
  t ← 0
  initialise P(t)
  evaluate P(t)
  while (not termination-condition) do
    begin
      t ← t + 1
      select P(t) from P(t - 1)
      mutate P(t)
      evaluate P(t)
    end
  end
end
```

**Figure 2.** EA’s pseudocode

The EA’s initial population is generated making sure that all individuals are feasible. Each individual represents an initial assignment that satisfies constraint (3) and constraint (4).

To determine the position of undergoing mutation a uniform random choice is used, so each position has the same probability of mutation $p_m$, where, $p_m$ is defined as the probability of independently inverting the value assigned to operator $o$ from 0 to 1 or from 1 to 0. Once the inversion is performed, a repair algorithm is applied to make sure that only one operator is allocated a value of 1 as shown in Figure 3. In this way, the mutated offspring meets the constraint that only one operator can be assigned to one machine at a time (equation (3)) but might generate infeasible solutions with respect to the constraint that operators cannot work longer than $W_o$ hours per day (equation (2)). This later issue is dealt with using a repair algorithm according to the different selection strategies.

![Mutation operator for the MMKP](image)

**Figure 3.** Mutation operator for the MMKP
3.2 Evolutionary algorithm selection strategies

Selection strategies drive the search of the EA and have an impact on its performance. Therefore, based on the characteristics of the problem, three selection strategies are proposed and described in the following subsections.

3.2.1 Strategy 1: Non-overlapping selection model
In this type of selection algorithms, a selection pool is defined for both reproduction selection and deletion selection. In a non-overlapping model the selection pool is determined by the entire current population which is also selected for deletion. In other words, the parent population ($\mu$) is replaced by the offspring population ($\lambda$) [20]. This kind of strategy is similar to a generational model in genetic algorithms in which the whole population is replaced at each run. It converges faster but may take time to finish off [21]. Also, it keeps diversity at each generation.

3.2.2 Strategy 2: Overlapping selection model (Elitist strategy)
This type of selection strategy was chosen to ensure that the offspring with the best fitness values survive into the next generation. In the selected evolution strategy ($\mu + \lambda$) parents and offspring compete and the best $\mu$ are selected. This kind of strategy is similar to an incremental model in genetic algorithms that can benefit from exploiting any new individual [22]. In this way, the best individuals are kept longer in the next generation.

3.2.3 Strategy 3: Constraint handling approach with tournament selection
In most applications of population-based search methods (such as EA) the penalty function approach of handling constraints is used. In this way comparisons between two feasible solutions, one feasible and one infeasible solution, and two infeasible solutions are possible. In this paper, it was decided to use the constraint handling approach presented by Deb [23]. Therefore, a tournament selection operator is used where two solutions (mutated offspring) are compared enforcing the following criteria: any feasible solution is preferred to any infeasible solution; from two feasible solutions the one with the better objective function value is preferred; and from two infeasible solutions the one with the smaller constraint violation is preferred. Consequently, in the comparison of two infeasible solutions only the constraint violation is used without having to compute the objective function value [23].

$$ F(\bar{x}) = \begin{cases} f(\bar{x}) & \text{if } \bar{x} \text{ is feasible} \\ f_{\text{max}} + g(\bar{x}) & \text{otherwise} \end{cases} $$

where $f(\bar{x})$ represents the objective function value given by equation (1), $f_{\text{max}}$ is the objective function value of the worst feasible solution in the population and $g(\bar{x})$ represents the constraint violation defined as follows:

$$ g(\bar{x}) = \sum_{o=1}^{O} (W_o - \sum_{m=1}^{M} \sum_{e=1}^{E} p_{oem} \cdot x_{oem}) $$

4. Experimental results and analysis

The problem under consideration is a real-world production resource allocation problem defined in collaboration with a construction equipment manufacturer. In this problem, 18 operators with different skills are to be allocated to 7 machines in order to produce 7 different excavators per day. The 7 excavators are made of 7 components, each one produced on a specific machine. All the algorithms were implemented in Visual Basic for Applications using Excel as user interface. This was decided in order that the developed software is easy to implement and use by the manufacturing company. The tests were executed on a personal computer with Intel Core i7 3770S Processor 3.1 GHz, 16GB RAM, running on Windows 7.

Table 2 presents the results found when running the EA with different seeds for different initial populations for the different strategies.
4.1 Results of Strategy 1: Non-overlapping selection

The initial parameter specifications of the EA are as follows; population size $\mu = 50$, $W_o = 7.24$ hours a day, and a selection size $\lambda = 50$. Once the mutation operator is applied, it is possible to find infeasible solutions. Therefore, a repair algorithm is applied to make sure that only one operator is allocated a value of 1. In order to test the performance of the algorithm different measurements were determined such as the best, worst and average solution for each time the algorithm was run. Two ratios ‘best/average’ and ‘worst/average’ were calculated to see the convergence of the algorithm. The mean and the deviation were also calculated to measure the differences between the different simulations.

From Table 2, ‘non-overlapping selection’, it can be observed that (as expected) according to the results of strategy 1 (non-overlapping selection), the values of best, worst and average solutions of each set of experiments was decreased as the size of the population increased. This trend was observed for each of the different initial populations. Moreover, an increase was observed for the difference between the best results and worst results for each of the different initial populations which is entirely consistent with the diversity of the algorithm throughout different parts of the solution space. Even though it is not possible to point out a stable trend for the ratios, in general it can be said that the results support the conclusion regarding the convergence of the algorithm to the optimal solution.

4.2 Results of Strategy 2: Elitist Strategy

In this section, the test results for the elitist strategy are presented. The initial parameter specifications of the EA are as follows; population size $\mu = 50$, $W_o = 7.24$ hours a day, and offspring size $\lambda = 25$. In order to test the performance of the algorithm the same measurements used in strategy 1 are assumed; best and worst solutions, ‘best/average’ and ‘worst/average’, mean and deviation.

From Table 2, ‘elitist strategy’, it can be observed that for all of the initial populations the elitist strategy does not provide any trend with regard to improving the quality of the solutions, even if the number of the solutions is increased. The diversification is pretty low due to the fact that in each iteration the algorithm considers the elite solution space. Furthermore, the results are supported by the ratios.

4.3 Results of Strategy 3: Tournament selection

The initial parameter specifications of the EA are a population size $\mu = 50$, $W_o = 7.24$ hours a day, and a tournament size $q = 2$. This tournament size was selected to avoid having a high loss of diversity $\theta$ as introduced by Blickle [24] $q = q^{-1/(q-1)} - q^{-q/(q-1)} = 0.25$. In other words having a tournament size $q$ of 2 will lead to the smallest loss of diversity possible which is 25%.

From Table 2, ‘tournament selection’, it can be observed that tournament selection provides the best solution for all seeded initial populations. After analysis of the three different strategies, it can be seen that the better values were obtained after 4000 runs, being mindful that the progression is non-linear.

Also, it can be noted that the standard deviations of the solutions are higher than in the previous strategy, which is due to the diversification introduced at each run. The ratio “best/average” follows a decreasing trend and provides lower values than strategy 1, demonstrating a better convergence. Strategy 3 deals with constraint 2 explicitly by keeping either the solutions with no violation of that constraint or with the smallest violation. Based on the results collected, it is however impossible to know if the violation is due to a number of operators who work slightly more that $W_o$ or to some operators working a lot more. As a result, it was decided to run fewer simulations to completely understand how the constraint violation behaves.
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Table 2: Total completion time (hours) on the 7 machines found using a non-overlapping selection strategy, an elitist strategy and tournament selection strategy
non-overlapping selection strategy
500
1000
2000
3000
23.9
32.9
33.6
29.7
75.2
77.7
70.8
75.5
52.7
51.8
50.4
51.2
12.4
10.3
9.0
10.6
0.453
0.634
0.666
0.580
1.429
1.498
1.405
1.475

4000
26.7
70.2
48.8
11.2
0.547
1.439

100
34.8
77.3
51.7
9.5
0.672
1.495

500
32.9
77.1
50.2
11.3
0.655
1.536

elitist stratety
1000
2000
34.7
26.5
61.9
64.1
48.6
50.0
7.6
10.1
0.714
0.531
1.273
1.281

3000
39.3
83.7
54.1
11.9
0.726
1.548

4000
28.5
74.0
50.1
11.7
0.570
1.478

100
26.10
73.98
41.70
12.69
0.626
1.774

tournament selection strategy
500
1000
2000
3000
18.43
19.80
19.80
18.28
83.70
69.37
69.04
75.03
43.07
39.68
41.81
42.98
14.83
14.40
12.64
14.57
0.428
0.499
0.473
0.425
1.943
1.748
1.651
1.746

4000
16.78
77.37
41.98
15.12
0.400
1.843

3000
20.8
71.3
48.2
11.3
0.431
1.480

4000
26.6
72.3
48.3
9.9
0.551
1.495

100
32.40
70.41
46.40
10.09
0.698
1.518

500
33.68
74.84
51.55
9.77
0.653
1.452

1000
18.83
69.43
48.63
12.44
0.387
1.428

2000
27.00
68.91
46.32
11.46
0.583
1.487

3000
34.13
72.81
49.15
9.06
0.694
1.481

4000
29.08
71.41
50.86
10.90
0.572
1.404

100
22.26
86.56
40.51
12.91
0.550
2.137

500
18.86
82.66
41.21
12.14
0.458
2.006

1000
18.86
70.86
42.51
13.38
0.444
1.667

2000
18.43
70.03
38.27
14.51
0.482
1.830

3000
13.42
64.85
42.68
12.54
0.315
1.520

4000
18.43
78.84
40.15
15.08
0.459
1.964

2000
25.4
80.7
51.9
11.7
0.489
1.555

3000
27.6
72.3
52.0
9.7
0.531
1.390

4000
29.4
78.2
52.2
9.6
0.564
1.497

100
36.9
72.1
49.6
8.4
0.743
1.453

500
30.3
77.5
50.2
11.3
0.603
1.545

1000
30.3
59.3
48.5
8.9
0.626
1.224

2000
23.4
72.0
50.4
10.4
0.464
1.429

3000
29.2
78.0
49.4
12.9
0.591
1.580

4000
32.6
71.1
48.7
10.4
0.670
1.460

100
22.47
82.81
41.93
14.63
0.536
1.975

500
18.73
71.32
43.43
12.00
0.431
1.642

1000
18.32
66.98
43.40
11.21
0.422
1.543

2000
18.28
76.77
40.95
12.89
0.446
1.875

3000
18.28
60.83
39.24
10.71
0.466
1.550

4000
18.28
67.01
42.67
11.20
0.428
1.571

2000
31.28
82.79
48.45
10.91
0.646
1.709

3000
24.49
78.35
48.25
11.55
0.508
1.624

4000
32.07
69.31
49.83
10.20
0.644
1.391

100
29.3
75.4
51.2
11.3
0.573
1.473

500
30.2
78.9
52.7
12.9
0.573
1.497

1000
40.7
72.0
55.4
8.0
0.735
1.300

2000
34.0
74.3
50.7
10.4
0.670
1.465

3000
35.7
67.2
51.7
9.2
0.691
1.301

4000
31.8
68.8
52.3
9.5
0.608
1.315

100
20.40
70.28
43.68
11.74
0.467
1.609

500
20.40
70.20
43.28
12.13
0.471
1.622

1000
15.98
65.87
41.95
11.72
0.381
1.570

2000
15.98
69.50
39.48
13.21
0.405
1.760

3000
15.98
66.83
40.38
13.13
0.396
1.655

4000
10.62
68.47
36.82
15.54
0.288
1.859

Initial population 1
Best
Worst
Average
Standard Deviation
Ratio best/average
Ratio worst/average

100
32.7
75.5
52.2
9.9
0.625
1.446

Initial population 2
Best
Worst
Mean/average
Standard Deviation
Ratio best/average
Ratio worst/average

100
20.9
75.3
49.8
11.8
0.419
1.511

500
32.3
75.0
50.3
9.8
0.641
1.492

1000
23.4
67.5
49.2
11.2
0.477
1.373

2000
26.2
78.0
48.7
11.2
0.538
1.600

Initial population 3
Best
Worst
Mean/average
Standard Deviation
Ratio best/average
Ratio worst/average

100
25.5
77.0
49.2
11.5
0.518
1.565

500
25.3
78.1
52.2
11.8
0.484
1.497

1000
26.5
84.8
51.9
12.3
0.510
1.634

Initial population 4
Best
Worst
Mean/average
Standard Deviation
Ratio best/average
Ratio worst/average

100
28.17
71.79
49.99
10.33
0.563
1.436

500
26.23
74.68
49.23
10.85
0.533
1.517

1000
19.95
72.68
51.34
10.60
0.389
1.416
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Table 3 presents the results obtained when running the EA using the approach presented.

<table>
<thead>
<tr>
<th>Number of simulation runs</th>
<th>Number of operators with constraint violations (Constraint (2))</th>
<th>Violation constraint value</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>9</td>
<td>8.4714</td>
</tr>
<tr>
<td>300</td>
<td>6</td>
<td>7.4206</td>
</tr>
<tr>
<td>500</td>
<td>6</td>
<td>4.296</td>
</tr>
<tr>
<td>800</td>
<td>4</td>
<td>3.1923</td>
</tr>
<tr>
<td>1000</td>
<td>3</td>
<td>1.63205</td>
</tr>
<tr>
<td>1500</td>
<td>3</td>
<td>1.50405</td>
</tr>
</tbody>
</table>

From Table 3, it can be observed (as expected) that the violation constraint value decreases as the number of simulations increases. It is also shown that the number of operators which have a constraint violation may decrease, because the constraint violation is related to the fact that operators cannot work longer than $W_o$ hours per day. This, in economic terms, means that the company has to pay overtime to those operators with a constraint violation, having a direct impact on the company profits.

Furthermore, when comparing the algorithm run 300 to 500 simulations, it is possible to see that the number of operators with a constraint violation remains the same. However, the violation constraint value for 500 simulations is almost 50% lower than the value found for 300 simulations. This shows that the EA has not been defined to decrease the number of operators with a constraint violation but to decrease the violation constraint value. Finally, when comparing the violation constraint values between 1000 and 1500, it can be seen that the difference between them is not as big as in other instances. This suggests that it may not be advisable to run the EA for a bigger number of simulations since the results might not improve after a certain number of iterations.

5. Conclusions

In this paper, an approach to solve the MMKP is presented. The approach is applied to a real-world problem in the construction equipment manufacturing industry with the aim of allocating different operators to different components to be processed on different machines. The main characteristic of the problem is that the operators’ different skills and competences need to be considered in the operators’ processing times. The problem can be considered as an MMKP, which is NP-complete.

This paper proposes an EA which is suited to the characteristics of the problem and keeps the solution process fast. The MMKP coding considered is a 3D binary-coded chromosome; however, a 2D mutation operator is also applied together with a repair algorithm to model the constraints. Three selection strategies are proposed: non-overlapping selection, elitist strategy and tournament; the non-overlapping selection strategy is defined as $\mu = \lambda = 50$; the elitist strategy is type $\mu + \lambda$; and finally, for the tournament selection strategy the EA’s fitness function is represented by the sum of the objective function and a penalty term.

The application of the EA with different strategies using the data of the construction company not only confirms the findings in the literature but also demonstrates that this well-known MKKP can be used in real applications to yield high quality solutions in a fast and effective way. Although the time to converge takes longer the solutions in the non-overlapping strategy decrease the completion time. Based on the characteristics of the problem, it can be said that the EA, in strategy 2, is trapped in a local optimum and the lack of diversity in the population prevents the algorithm from finding a better solution. On the other hand, strategy 3 provides the better solutions in terms of total completion time and converges faster than the other 2 strategies. Those better solutions in terms of total completion time are obtained by relaxing the constraint on the maximum amount of working time. The constraint violation is however minimized and decreases over the runs.

The model is quick and easy to use and can be utilized by the company on a daily basis or if and when required without delaying production.

Future work could include the variant where two or more operators can be allocated to the same component and the problem solution when more than one objective is simultaneously considered (e.g., minimizing the overtime costs). Another aspect to analyze is the uncertainty related to the processing time definition since
no historical data is available. The use of fuzzy sets for modeling this uncertainty would also be interesting for future research.
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Abstract. Sales and Operations Planning (S&OP) is a critical business alignment process for industries with large product portfolio. Indeed, high variety is a driver of complexity and results in poor planning efficiency. Diagnosing the root causes of the process failure starts by assessing the maturity of its actual technical and organizational performance. The existing body of research lacks context-related maturity assessment frameworks that measure the maturity regarding activity-related dimensions. In this paper, we intend to propose a new S&OP maturity assessment model that considers the critical attributes linked to the context of mass customization production systems. Our review of existing contributions on maturity assessment combined with the results of workshops organized in a major automotive company ended-up on a suitable context-related design. The new framework has been tested within the automotive company by interviewing major decision makers and operational teams involved in the S&OP process.

Keywords: Sales and operations planning, Context-related maturity assessment, Performance, Automotive industry, Product variety, Mass customization production systems

1. Introduction

New consumption paradigms are shaping today’s markets. Customers nowadays seek unique on-size products and are more sensitive to delivery speed [2],[3]. Consequently, manufacturers are pushed to offer a large panel of choices in their catalogues to avoid the chance of missing a selling opportunity and to stand out among competitors. This trend has exploded product variety [5],[7]. As a result, manufacturers deal with a lot of data which weighs heavily on their planning processes. In a previous paper [6], we outlined the importance of S&OP as a business process, the critical alignment role it plays in mass customization production systems and the challenges it faces. Our findings show that S&OP struggles to deliver the intended outcomes despite the relevant number of academic and practitioner contributions on the subject.

We hypothesized that the observed weak performance is linked to the poor management of product variety and to the absence of clear aggregation rules. Undeniably, choosing which product to produce among billions of alternatives is challenging, especially if such decision must be taken long before the order date to anticipate the long delivery lead time for some parts. Regarding these challenges, considering the product high variety impact on S&OP performance seems promising.

To test our hypothesis, we needed a tool that diagnose the current situation and measure performance. Maturity models fill exactly that requirement. Indeed, assessing the maturity represents a common practice for performance measurement and serves as a valuable tool to assist decision-makers [7]. Our review of existing S&OP maturity assessment contributions presented in the next section outlines the absence of context-related models that measure S&OP performance regarding contextual critical attributes. Motivated by the recommendation of several authors to design more context-fitted assessments [8, 9], we contribute to fill this gap by designing a new context-related S&OP assessment jointly with professionals. More specifically, based on the existing literature, on our observation made within an automotive company (OEM) and on expert opinion gathered during workshops, we identified maturity dimensions linked to the high product diversity and integrated them in the assessment. The evaluation grid was submitted to a panel of actors involved in the S&OP process of a large automotive company. Each dimension has been assessed during the assessment whose results are discussed in this paper.

This paper is organized as follow: The second section will be dedicated to a literature review of existing maturity models and their limits. The third section will cover the construction and design of the new framework. Section four will cover the case study of a major car manufacturer, its results and analysis. The last section will be dedicated for a conclusion and future research.
2. Literature review

In this section, we present the maturity models, then we focus on those dedicated to S&OP and finally we try to explain why context-related frameworks are beneficial.

2.1. Maturity models

A maturity assessment is designed according to a maturity model. It consists on evaluating the performance of a process over a set of performance criteria in order to be positioned at a certain level called ‘maturity level’. The practice is a derivation from Capability Maturity Models (CMM) [10] originally developed for the quality management of software development. The use of maturity models has been since then generalized to reach the supply chain operations research applications and related areas [11, 12]. Maturity models have been proven useful through their benefits [13] and can be deployed for three purposes [12]. They can be used as descriptive and serve to give insights related to actual situation of the process with no intention for improvement or relationship to performance. A maturity model can be also used for prescriptive purposes and indicates how to improve the maturity and business performance. The last purpose is comparative and aims to provide a benchmark across industries or regions. Furthermore, maturity models develop a standard roadmap to follow while seeking improvements[14], they serve as educative tools by generating awareness toward the assessed aspects [15]. For more details, an interesting systematic review on business process maturity models has been performed by [16].

2.2. S&OP maturity models

Sales and Operations Planning (S&OP) is a collaborative tactical planning business process that aligns the demand to production capacities. The process can be evaluated using S&OP maturity models which represent a sub-family of maturity models as their focus is limited to the evaluation of S&OP performance. There have been a countable number of contributions on maturity assessment for S&OP evaluation. They differ mainly by the number of maturity levels and the choice of performance criteria as shown in Table 1.

<table>
<thead>
<tr>
<th>Contribution</th>
<th>Dimensions</th>
<th>Maturity levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>[17]</td>
<td>Information Technology</td>
<td>1.Integrated 2.Collaborative 3.Fully connected</td>
</tr>
</tbody>
</table>
5. Proactive

[21]

Outcome 1. No shared goals
Process focus 2. Functional
Organization 3. Integrated
Metrics 4. Collaborative
Time horizon 5. Value-driven
Technology

[22]

DATA
Forecast accuracy 1. No S&OP
Resource and Plan adherence 2. Reactive
Gap Measurements 3. Standard
Process 4. Advanced
Organization 5. Proactive
People
Tools : 1. Very low
- Metrics 2. Low
- Technology 3. Medium
Process : 4. High
- Integrated Planning 5. Very high
- People organization
- Process organization

[23]

People and organization 1. No S&OP
Process and methodologies 2. Reactive
Information technology 3. Standard
Performance measurement 4. Advanced
People organization 5. Proactive

[7]

People and organization Score from [0, 5]
Process and methodologies
Information technology
Performance measurement
People organization
Process organization

[11]

Data
Method
System
Performance
Organization
People

2.3. Context related maturity models

Following an established ‘one-size-fits-all’ S&OP maturity model have been proven to be inefficient for most cases[8], [9]. Therefore, designing context-related models could help getting accurate assessments. Among the ten reviewed models, only the contribution of [17] was successful in establishing a context-related S&OP assessment that evaluates S&OP considering the requirements of a pharmaceutical industry. Being a critical practice for the automotive industry, we believe that developing a S&OP context-related assessment would yield a better diagnosis for the process and would contribute to the existent literature. Even if there are few known contributions that assess process maturity by considering critical context attributes [17, 24, 25], the remaining models can serve as a basis to design a framework for maturity assessment in a context of mass customization.

3. S&OP maturity assessment model for mass customization production systems

This paper proposes a new context-related model to assess the maturity of the S&OP for companies operating under a mass customization production system. The model, inspired from the template proposed by [21], has been developed jointly with practitioners and consists of five maturity levels scaling six dimensions. The following sub-sections detail the development phases and the content of the model.

3.1. Research methodology: The model building process

The development of our assessment instrument followed a five-phase approach (Table 3). It relies mainly on academic contributions, on workshops organized with the process practitioners and on the project team recommendations. The latter joined two academics, a project manager and a S&OP expert.
Table 2: Assessment development phases

<table>
<thead>
<tr>
<th>Phase</th>
<th>Actors</th>
<th>Mean</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Initiation and planning</td>
<td>Project team</td>
<td>Workshops</td>
<td>Business objectives</td>
<td>Assessment objectives</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>List of interviewees Assessment planning</td>
</tr>
<tr>
<td>2. Literature review</td>
<td>Project team</td>
<td>Research Databases</td>
<td>Keywords</td>
<td>State of the art</td>
</tr>
<tr>
<td>3. Expert opinion</td>
<td>Project team Practitioners</td>
<td>Workshops</td>
<td>State of the art performance criteria</td>
<td>Context-related performance criteria</td>
</tr>
<tr>
<td>4. Template formatting</td>
<td>Project team Practitioners</td>
<td>Excel workbooks</td>
<td>Chosen criteria/levels Assessment in English</td>
<td>Assessment instrument Assessment in French</td>
</tr>
<tr>
<td>5. Test iterations</td>
<td>Project team Practitioners</td>
<td>Excel assessment</td>
<td>Original assessment</td>
<td>Improved versions</td>
</tr>
</tbody>
</table>

3.2. Maturity levels:

A maturity level can be defined in practice as the stage at which a company is situated for a given dimension and serves to qualify the actual performance. Conventionally, the higher the stage is, the more performant the process is. The models presented in Table 1 range from three levels [17] to six levels[20]. The most used ranking method is the Likert five-point scale[26]. Consequently, we used it for our model. A clear benefit of our choice resides in the possibility of comparing our results to most of the existing models. Table 3 summarizes the design of our maturity ranking scale:

Table 3: Maturity ranking scale

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1</td>
<td>S&amp;OP is a marginal process that requires more involvement and development to add significant value to the planning.</td>
</tr>
<tr>
<td>Marginal</td>
<td></td>
</tr>
<tr>
<td>Level 2</td>
<td>S&amp;OP is a functional process limited to basic data and aims for balancing volumes and mix while firefighting short-term issues. The process is very manual and consumes a lot of resources and time.</td>
</tr>
<tr>
<td>Functional</td>
<td></td>
</tr>
<tr>
<td>Level 3</td>
<td>S&amp;OP process is satisfying in terms of functioning. The key added value at this level is the integration of financial data that assist decision making and enable effective scenario comparison. The process is more fluid due to the use of more mature and sophisticated IT tools and the focus is on flexibility.</td>
</tr>
<tr>
<td>Flexible</td>
<td></td>
</tr>
<tr>
<td>Level 4</td>
<td>The process is an efficient stable process that integrates various stakeholders and capable of delivering high quality scenarios to guarantee a robust plan. At this level, the focus switches toward profitability. Decision making is supported by BI analysis and demand forecast relies on strong data management.</td>
</tr>
<tr>
<td>Integrated</td>
<td></td>
</tr>
<tr>
<td>Level 5</td>
<td>At this level, the process is very sophisticated. An end-to-end integration is enabled, and the process satisfy the company orientations. The focus is thus on strategic development of the company.</td>
</tr>
<tr>
<td>Strategic</td>
<td></td>
</tr>
</tbody>
</table>

3.3. Maturity dimensions:

Maturity dimensions constitute the axes upon which a process is assessed. We have identified six dimensions to constitute our model relying on literature and workshops. Table 4 provides their description.

Table 4: Maturity dimensions and sub-dimensions

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Description</th>
<th>Sub-dimensions</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outcome</td>
<td>The outcome reflects the extent to which a S&amp;OP is oriented toward achieving good results.</td>
<td>Time horizon for decision making</td>
<td>Mature S&amp;OP focuses more on long and mid-term than on short term. Less mature S&amp;OP is harassed by the short-term issues and operates on a firefighting mode which gives no room for practitioners to think and decide about important tactical subjects.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Degree of alignment</td>
<td>Alignment is one of the most important criterions for S&amp;OP performance. The process should bring together people from different Business units in order to establish a plan that satisfies the demand and ensure green KPI’s (bigger market share, less costs…).</td>
</tr>
</tbody>
</table>
4. Case study

To test the applicability of our model, we conducted a case study within an automotive company. Many authors have affirmed the benefits of conducting real life applications as they help to test the robustness and applicability of developed models [15]. The next sub-sections will define the environment in which our model was tested as well as the results of the study and our analysis.

4.1. Context

The assessed company is a major automotive OEM who owns several brands and have numerous joint ventures with other manufacturers. The group has more than 30 plants, operates in 5 continents, offers 18 different models and produces more than 3 million cars per year. The supply chain department is centralized in the operations headquarter and disposes of two supply chain planning teams: one for engines and powertrains and one for vehicles. Each planning team has his own S&OP. In this study, we focus on the vehicle S&OP for all brands and consider the powertrain and engines team as a stakeholder and a major
supplier. In total, five departments negotiate to establish a valid plan: Sales Planning (SP), Supply Chain Planning (SCP), Power Train (PWT), Part Supply (PS) and Cost Controlling and Finance (CCF).
The assessment had two goals: identify the current maturity level of the process and educate about what a better S&OP can be, and what a worst S&OP is.

4.2. Interview process

At the start of the assessment, we briefly mention who we are, why we conduct this study and we present some instructions about the confidentiality and anonymity of the answers. For each one of the six performance dimensions, we intended not to order the five possible choices corresponding to five different maturity levels (i.e. first choice is neither the best nor the worst) to avoid possible bias of choosing intentionally answers that reflect a good or a bad image. Therefore, the interviewees had to read carefully all five choices of each maturity dimension and choose the most appropriate one. For example, the ‘Information technology’ performance dimension comprises five choices ordered as follow:

A. Strong reliance on IT tools for automatic data collection and consolidation. Ready-to-use configurable scenarios are provided and artificial intelligence is used for clean demand data (Level4)
B. No or very poor use of IT tools to support planning and data consolidation. (Level 1)
C. IT tools are used for What-if simple scenarios construction and integrate financial data. Business intelligence analysis tools are deployed. (Level 3)
D. IT tools enable better alignment, automated shorter cycles and compliance of operational decisions with strategic objectives. (Level 5)
E. Elementary use of IT tools for data collection and consolidation with primary analysis. No scenario simulation is done (Level 2)

Moreover, the interview instrument presented in the previous section was not distributed to guarantee spontaneous answers. At the end, we review in the last sheet of the assessment instrument the answers and we present the results as a dimension-score radar. In total, the average assessment time was around 30min.
Seeking the highest possible rate of answers, we followed a hierarchical top-down approach. We started by interviewing the top managers who served as ambassadors for the assessment in their teams and provided us with a list of subordinates capable of filling the assessment. One author assisted all interviewees to answer their questions. He also recorded comments that were not directly related to the questionnaire items. This opening, combined with previous interviews performed with the practitioners, supported the analysis resulting from the quantitative formatting of the answers.
All interviews took place at the company operations headquarters and were face-to-face. The total number of interviewees was twenty-eight. Twenty-seven persons belong to the five up-mentioned departments where twelve of them held top-managerial positions and fifteen held operational positions. One interviewee was an external expert hired by the company.

4.3. Results and Analysis:

The results were compiled by calculating the average score per dimension either by business unit or by hierarchical level. This section focusses on the difference of perceptions between departments and hierarchical levels. It provides insights on global trends for each dimension for each actor. In fact, we believe that alignment is a major requirement for S&OP. Therefore, disparities in perceptions represents an interesting and original lever for analysis. Additionally, due to confidentiality restrictions, we cannot publish the results scores.

4.3.1. Department results:

In general, the aggregated results of all dimensions show that the SP department detains the highest S&OP maturity score, while the PS department detains the lowest score. This can be explained by the position of the SP teams as clients of the whole process while the PS teams represent the major supplying unit and deal with a huge product diversity derived in thousands of parts and suppliers. As a result, they carry the burden of shortages and are accountable for volume gaps. Additional interviews with their managers reveal that they have to deal with short term issues and are always under the pressure of ‘fire-fighting’ shortages.
For the Outcome dimension, all S&OP stakeholders, except for the SP teams, agreed on the same score. The SP teams tend to be more optimistic about the achievements of the S&OP while the remaining departments provided a poorer evaluation. We believe that the higher perception of the outcome given by the SP is correlated to the design of S&OP process that position them as clients ‘to be satisfied’.

The Process dimension results are distributed between departments. SP and SCP teams are aligned on the same score. These two departments work very closely which explains their alignment on process maturity. However, Part Supply dept. is the least satisfied while the CCF dept. is the most satisfied. This can be explained, as for the general results, by the complexity of product variety and the burden carried by the PS teams versus relatively far position of the CCF teams whose involvement is limited to financials. The results of the IT dimension show that the main S&OP stakeholders seem to be aligned on the same level of satisfaction toward the quality of IT tools except for the CCF teams. They seem to be less satisfied. The lack of S&OP financial data and the limited contribution of CCF teams to the process can explain this. The Data dimension shows an interesting pattern characterized by the clear disparity between department’s perception to data quality. Remarkably, we can clearly observe that the more a department is involved in the S&OP process and close to data sources, the better it evaluates the data quality. The given score gets worse in the same direction of the information flow. SP teams, detainer of the first demand data signals, have the best perception. The demand is then amended and sent to SCP teams, which express lower satisfaction regarding data quality, and so on, until reaching the PS teams, who gave the lowest evaluation. This pattern can refer to a lack of transparency or a poor data transfer tools between departments.

The Product portfolio results show that the Powertrain teams are the most satisfied while the supply chain planning teams represent the least satisfied entity. To understand the root causes behind these results, one should know that in terms of diversity, PWT teams deal with a limited number of references (less than 10⁴ different SKU) while the SCP teams deal with a product diversity that goes up to 10³⁰ for some car models. On the other hand, SP teams score higher than SCP teams. To understand this behavior, we need to consider the fact that a major task of SCP teams consists on disaggregating the high granular sales demand into the SKU level to get accurate procurement needs. Thus, they must decide the exact mix of the plan among 10³⁰ varieties. Fig. 1 (left) illustrates the dept. radar results. Graduations are removed to preserve confidentiality.

### 4.3.2. Hierarchical results

The aggregated hierarchical results show that the top managers see the process differently compared to their subordinates. Top managers tend to be more optimistic for all the dimensions except for the outcome where they appear to be more pessimistic about the intended results of the process. We believe that such disparity is natural and can be explained by two things: the relatively high-level distant position of managers compared to daily practitioners and by a managerial attitude supposing they provided what’s needed to do the job but wanting teams to perform better. Fig. 1 (right) summarizes the hierarchical results.

![Figure 1: Dimensions results radar by department (left) and by hierarchical level (right).](image)

### 5. Conclusion

Assessing the performance of a business process using maturity models is a common practice in both academic and professional environments. Motivated by the lack of context-related frameworks in a sufficiently mature body of literature full of generic models, our paper aimed to provide a new S&OP
maturity model that considers context-related attributes. We believe that maturity assessments should target the process main pain points related to the industry particularities. The developed model is fit for industries that deal with a high level of product diversity and relies on both academic and professional literature since it was designed considering practitioner opinion. The study output was tested and implemented in a major automotive OEM. The results presented in the previous section show how the different process stakeholders evaluate each dimension. Through the assessment, we shed the light on two main aspects: the impact of diversity as a critical context-related attribute and the interactions between different actors of the process, more precisely, how the position and the tasks of each actor affect the evaluation score. These results gave us a better understanding of the S&OP process by picturing it through the eyes of its actors.

The next steps of our work will focus on diversity management and organizational transformations to benefit the process and enable better alignments. We are preparing and testing a model that reconnect Operations to Sales and complete the loop of S&OP interactions. We do so by equally dividing the diversity management tasks and by defining an appropriate aggregation level that suits different stakeholders and handles diversity. Our solution is intended to benefit the organizational aspects of S&OP since it provides a decision support tool and enhances collaboration and communication between actors of the process.

At the end, there is no doubt that this study would suffer from several limits. First, the number of interviewees was limited because we only had the chance to interview the corporate head operations site employees. Second, our case study was limited to one OEM, yet for a model to be used comparatively it must be applied to many other industries characterized by high diversity. Such generalization would enhance the robustness of the model. Finally, the evaluations are highly subjective and depends on personal opinions. The study could benefit from other techniques like fuzzy set theory to recalculate the scores.
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Abstract. Engineer-To-Order (ETO) environments are more and more numerous in Supply Chains. Most of the concerned companies use continuous improvement methods such as Lean Engineering, Agile Management or Thinking Processes from the Theory of Constraints to stay competitive. All these methods start with a diagnosis step and their relevance is highly depending of the quality of this step. However, literature analysis shows that they are often time-consuming and inconsistent. One of the key issues of these weaknesses is that they do not consider enough the qualitative dimension of the ETO context. Consequently, we suggest in this paper a decision support system able to manage a rapid and relevant qualitative ETO diagnosis based on the Thinking Processes paradigm. This system is designed around a generic reality tree knowledge base and a set of dedicated inference rules. A real industrial application case is described and discussed. In this case study of an ETO oil&gas company, the diagnosis process has been reduced from 15 days to 1 day using this tool with the same starting conditions of the classical diagnosis.
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1. Introduction

Supply Chains (SCs) are now evolving in a VUCA (Volatile, Uncertain, Complex, Ambiguous) world. This is a consequence of several factors such as variabilities on demand, supply or operation. But it is also the consequence of an increasing demand in new products and customization of existing products portfolio. This is what Gosling and Naim [1] call the product proliferation paradigm. Whatever the sector is, a SC must be able to manage efficiently these new challenges of customization and new product development. This often implies that the SC moves from a Make-To-Order (MTO) or a Make-To-Stock (MTS) strategy [2] to an Engineering-To-Order (ETO) strategy where high customization and low volumes are key features [3]. Whether the strategy, the global challenge consists generally in ensuring the performance level of the SC organization. To reach this goal in MTO or MTS environments, SC stakeholders usually apply continuous improvement methods such as Lean Manufacturing or 6 Sigma [4]. In ETO environment, similar methods might also be used such as Critical Chain from Theory of Constraints or Lean Engineering. Basically, all these methods recommend diagnosing the system as a starting point, setting up the solutions to the identified issues and implementing them [5], [6]. In all cases, the quality of the initial diagnosis is fundamental [7]. If the diagnosis is not well executed, there should be a misalignment between the suggested solutions and the core problem. Considering this, the quality of the diagnosis must be protected. However, literature review on that topic indicates that very few papers exist on this specific aspect [8], particularly in ETO environment. Moreover, most of the existing literature on that topic are based on quantitative data [9]. If such a quantitative approach can be valid for MTS or MTO environments, it is
much more questionable in ETO context where behavior, communication and management are key qualitative factors of the organization as mentioned by [10], [11], [12]. These authors also mention that such data collection and analysis is very time-consuming. They especially recommend not to base ETO environment diagnosis on quantitative data and to add qualitative information to the process to be more relevant and consistent. This has also been confirmed by [7] and [8] who suggest getting numerous additional qualitative data to make good diagnosis in ETO environment and to support the necessary associated change management process. Based on the previous elements and even though it is a critical subject, we notice that no satisfactory solution exists regarding the manner to make a rapid, consistent and relevant diagnosis in ETO environment. Particularly, no solution considering qualitative data has been developed. Consequently, in this paper we address the following research question: How to support a qualitative diagnosis in an ETO environment which is rapid, consistent and relevant? To answer this question, the paper will first develop a quick background about existing methodologies dedicated to ETO environment. Secondly, the paper will describe the proposal by explaining both the suggested functional process and its associated decision support system. Thirdly, some feedbacks and discussions about a real industrial application case are given to highlight potential benefits and limits of the proposal.

2. Background and Research Statement

In this paper, we focus on qualitative aspects of diagnoses in ETO environments in order to reduce or avoid the previously mentioned difficulties. In the coming paragraphs, a brief description and analysis of the most popular diagnosis methods regarding ETO context is provided: Lean Engineering, Agile Management [6] and Theory of Constraints. Then, the Thinking Process based on the Theory of Constraints is highlighted as it may help to improve the diagnosis approach in ETO environment.

2.1. Continuous Improvement Projects’ Approaches

Lean Engineering approach has been developed in the following of the Lean Manufacturing trend. Despite this sequence, both get the same objective: improving the customer satisfaction and the value for the company. In an ETO environment, Lean Engineering practitioners are looking for wastes [13], called muda [14] in order to withdraw them. The way to proceed consists in starting through a project plan based on a Value Stream Mapping tool. Basically, the process is the following: (i) setting a team, (ii) creating the value stream map, (iii) identifying and closing a maximum of identified muda. In order to support this process, Lean Engineering uses a set of tools mainly based on the Lean Manufacturing former approach. For instance, the change management process is driven through the Plan-Do-Check-Act (PDCA) technique [15]. The main idea of using PDCA in this context is to develop a recurrent process which will help the team to drive step-by-step changes across the system [16]. Regarding the diagnosis phase itself, the Lean Engineering approach is mainly focusing on quantitative information to build the changes inside the project organization despite the first information required is about quality of the situation of the project [17]. Finally, we retain that Lean Engineering process is a mix of qualitative and quantitative information as the process begins with a qualitative analysis and then jumps into a quantitative one. Another approach dedicated to the improvement of project management and ETO environments has been developed since the 2000s [18]. This the Agile Management approach [19]. The concept has been initially developed for project management and more specifically for software development projects [20]. The principle is to create a list of features which are executed through a series of sprints [21]. Once the first sprint is finished, the team is delivering what they have to the customers who made comments about the deliverables. These comments will be taken into consideration for the next sprint. Agile Management is not necessarily using diagnosis approach to introduce its approach [22]. It assumes that there are lots of variabilities in the ETO environment (or project environment) but not mention any solution to detect them [23]. Moreover, the data used to follow the project execution are also only focusing on quantitative dimension [24]. Very few things are documented about change management process in Agile Management except the fact that team building is fundamental [25]. Theory of Constraints (TOC) methodology is very counter intuitive compared to the previous ones. It only focuses on qualitative information which are considered as negative for the system. The problem-solving process is called Thinking Processes and proposes to connect all the negative information together in order to describe the current reality of the system. Quantitative information is very limited in this method and used only to clarify a qualitative information [26]. Another aspect in the TOC
approach is about the change management process which is clearly defined through 3 steps: (i) get a common sharing on the problem, (ii) define and agree on the solution, (iii) be aligned on the way to implement it. This approach will be detailed in the following. Because our objective is to build a diagnosis according to qualitative information, there is only one method (TOC) which provides such clear basic statement. This method is also the only one which assumes a clear opinion about resistance to change and change management process. However, this approach has been regularly considered as very hard to implement and is not generally used today [27].

2.2. The Thinking Processes

2.2.1. The Approach

Let’s now go deeper in the TOC. It has been created by Eli Goldratt through the novel entitled “The Goal” [28]. Behind this famous book, there is a specific method called Thinking Processes which has been defined and structured. This method is described in full details in [29]. Logic is the key word of this approach. It affirms that for every undesirable effect (called symptom in the methodology) of the system, there is a core conflict which can summarize all of them. A conflict is recognized as two opposite actions which cannot instantiate at a same time despite the system is pushing to take both. According to that, the Thinking Processes method develops an approach around four major phases [30]:

- Create a current reality tree which describes the logical connection between all symptoms of the systems. At the base of that tree, you find a conflict, a Policy, a Measurement and a Behaviour (PMB) which may reinforce negatively the current situation.
- Then people create a solution which is called injection in order to check if the solution is good enough to solve the current situation.
- The third step is a simulation process. One tests that the solution is solving all the negative identified statements. If it is not the case, new injection must be added to complete the first idea.
- Once the simulation is effective, a project plan is set up through a Prerequisite Tree. The way to proceed consists in using the first injection and collect obstacles avoiding achieving it. Once the collection is done, the obstacles are converted in a positive way to create actions that might be added to the project plan.

2.2.2. The Limits

Today implementing a Thinking Process in an ETO environment is very long [31] because it is a complex process and it is essentially manual. The record of the symptoms is hard to do, and the interviewer needs specific abilities and knowledge. Then, usually, companies are not autonomous to build the Current Reality Tree by themselves. They consequently need to have an expert to support that process. Due to the difficulty to build it, the solution step is also very hard to accomplish. For example, there is an obligation to keep the same team during the whole process because the way to build the trees is so specific that having new comers during the process will slow it down [32]. To finish, the project plan design can also be intensive because it needs different competencies to do it [33], but you cannot add new people at that stage because it will increase the complexity for them to recover since the beginning of the process. Usually the process is done in two full weeks if you want to do it correctly [34]. This can be justified by the bias that can be generated by accelerating the current reality tree phase. To protect the team against that bias, the TOC community developed a set of control check tool named Category of Legitimate Reservation. The aim of that tool is to check the veracity of job done but not to accelerate the process.

3. Proposal

3.1. Research Framework and Methodology

Therefore, the main objective of this research work is to develop a decision support system able to automatically support a Current Reality Tree generation in an ETO environment. This approach is directly inspired from [26] that used a similar way to manage diagnosis in MTO/MTS environment. Basically, as mentioned in Figure 1, the proposal consists in building a decision support system which will automatically connect symptoms of the ETO system with the associated core conflicts. From a pragmatic standpoint, this
decision support system must embed a knowledge base able to make concrete links with the noticed symptoms (i.e. concrete things that practitioners observe). Once feeding with concrete symptoms, it should be able to build automatically the Current Reality Tree of the studied ETO system through execution of dedicated inference rules (logical connections between symptoms).

In terms of methodology, the research proposal implies first to structure the knowledge about SCs’ symptoms by defining a generic ETO reality tree and a set of generic associated conflicts. Once the knowledge base created and the inference rules implemented, a test-run phase must be instantiated to assess benefits and limits of the proposal (regarding the speed of the diagnosis process notably) and validate its relevance for business practitioners.

3.2. Thinking-Process oriented Diagnosis Step

In order to support a rapid, consistent and relevant diagnosis, we suggest the following thinking-process oriented diagnosis step (see Figure 2):

A. A diagnosis team is set up. This team must be composed of key practitioners of the ETO system under-study (field-operators, intermediate employees, managers and to top-managers) and a Thinking-Processes facilitator.

B. The team makes interviews to company business experts to identify the symptoms they have currently to cope with. Continuously, these symptoms are recorded in the decision support system to be compared with the generic ETO reality tree in order to identify the missing information. In practice, during the interviews, the decision support system makes suggestion of additional questions to the team in order to prevent forgetting something that put a stop to diagnosis.

C. The tool will display the tree and let the users check the logic.

D. Then the team will check the obtained Current Reality Tree in order to make sure that it is fully aligned with their reality. They can influence the semantic and/or improve the clarity of the current situation picture.

E. The next step consists in sharing the Current Reality Tree with the customers (internal/external).

3.3. Thinking-Process oriented Decision Support System

3.3.1. Decision Support System Architecture and Behavioural Description

Figure 3 shows the developed decision support system architecture and its behavioural description.
The top of the Figure 3 represents the architecture of the tools. It is composed of 5 main pillars: The first one regarding administration helps to set up the team and the organization associated which the Phase A of the figure 2. Then, the user interface helps to collect the symptoms. Once the symptoms are collected there is a knowledge database which will analysis these symptoms through the defined rules of execution. Finally, the tool will generate a specific interface of results to display the tree. The bottom of the figure 3 represents the behavior of the tools regarding the architecture. The user will first to select the profile of the company in order to select the symptoms right after. Then, the tool will generate a set of questions in order to fine tune the tree and display it to the users.

3.3.2. Decision Support System Knowledge Base

The core of the decision support system is a generic “Current Reality Tree” knowledge base dedicated to ETO environment. In this tree, boxes represent symptoms given by the customers during the interview phase. Each symptoms of the tree are linked together by a cause and effect relationship. For example, there is a conflict root cause which is release or not new projects in the work in progress. Symptoms can be connected from different ways:

- The link between them can be unique
- The link between two of them can relate to a “And” and a third symptom. For example, if I have Symptom A and Symptom B then I have symptom C
- A symptom can be connected to two symptoms, but these two symptoms are independent.

3.3.3. Decision Support System Inference Rules
In order to speed up the process of diagnosis and point out the right questions, there are some rules which have been settled to achieve that:

- Rules #1: At the beginning, the selection of the industrial environment (MTO, MTS, ETO) is selecting the generic tree associated.
- Rules #2: When a symptom is selected, the tool is going to ask the next symptoms upstream and downstream to the tree where the symptom is. It is a way to validate the negative impact of it.
- Rules #3: If two symptoms belong to same sequence of cause and effect and that historical diagnosis show a 70% recurrence, then the tool will validate the whole sequences. If not, the tool is going to suggestion question to validate the right level.
- Rules #4: When a symptom is connected to different intermediate cause, then the tool is going to check and ask each different cause.
- Rules #5: When answers to questions are Yes, and the percentage of Yes is up to 70%, then the tool did not ask question anymore.
- Rules #6: When answers to questions are No, symptoms are deleted from the trees. If the percentage of No is up to 70%, then the tool does not ask any question in the sequence associated to the symptoms.

4. Illustrative Application and Discussion

4.1. The use-case

Let’s now consider a real application case. The studied system is an oil & gas company which produces pumps for nuclear and petroleum customers. This sector can be defined as a pure ETO environment as for each customer order, the company is going through a continuous process from design to delivery including purchasing, production, quality control, etc. The company studied is building oil & gas pump which represents a project of 750 tasks associated to a portfolio of 270 projects. A typical project from this company contains engineering tasks which are done by employees. When, this step is done, there is a phase of validation from quality in order to validate the routine. Then, there is a long step of purchasing which includes also engineering of the suppliers but also sub-contractors. When, it is done, the flow of tasks continues to assemble, test and delivery where customers are involved. The company is a SME (Small and Medium size Enterprise) of 250 people spread in 3 countries (France, Italy, India).

4.2. Thinking-Processes oriented Diagnosis Step and Decision Support System application

4.2.1. Step A: Set up the teams

The team was composed of 10 people included field-operators and top-managers.

4.2.2. Step B: Interviews

During the interview process the following symptoms have been shared by the team: (i) Leadtime of our projects are increasing; (ii) Projects are late; (iii) Priorities are changing a lot; (iv) No visibility of the project status; (v) No visibility of the project portfolio. Practically, our decision support system identified 85 symptoms. During the interviews phase, the auditor identified 5 critical symptoms which were in common with our generic tree. It means that the auditor started to use the tool with only 5% of the total possible symptoms.

4.2.3. Step C: Checking

With such few symptoms compared to the generic tree, the auditor expected a large list of questions to ask to team. However, only 42 questions have been generated. This can be explained by the fact that the symptoms given are quite far away from each other except for the two last ones. The auditor may feel a connection between “Leadtime of our projects are increasing” and “Priorities are changing a lot” but there is a much more obvious connection between “No visibility of the project status” and “No visibility of the project portfolio”. Answering these questions was fast and help to clarify some issues which may appeared very local to someone but has huge impact on the system. The next step is the results of the tree. The other
reason why there are less questions than expected is about the algorithm. According to the code, the system considers the symptoms and pop up directly the core conflict. Due to the fact that the database contains already other diagnosis, the algorithm is able to check, validate and display the relevancy of the questions.

4.2.4. Step D: Results

In this stage, the tool generated the following Current Reality Tree (The full view is available at http://static.agilea.fr/anthony-fouque-phd.pdf). At this stage, the team went through the tree and check if they can recognize themselves in the results. In most of the case, they agreed on it but had to make some changes which were mainly focusing on the vocabulary used.

4.2.5. Step E: Sharing

In the last stage, the team focused mainly on vocabulary. Despite the tree was right in terms of meaning, they made changes according to their company vocabulary. The positive aspect of this phase is that each time they were adapting the vocabulary it was like they were becoming more and more trustful with the results of the tools. During that stage, they never challenge any conclusion of the diagnosis established by the decision support system.

4.3. Discussion and perspectives

It took 1 day to do the interviews, then we fulfilled the results in the decision support system and 1 hour later we had the diagnosis. During the next phase, the team quickly realized that the tree was roughly good (up to 70%) but needed some vocabulary alignment to be fully shared in their company. At the end, the feedbacks from the company were very good. People found it fast and very relevant compared to the previous diagnosis they used to do. It is also the first time they saw a clear picture of the company shared between each member of the team. Regarding the algorithm, there are some misalignment between cause and effect analysis. Regarding the display of the tree, team found difficult to navigate into the tree and make comments. During the next phase, numerous research developments will be done, notably:

- To set up a new functionality in the decision support system to update automatically the generic tree according to what is observed in the field (automatic learning algorithm);
- To develop an algorithm to speed up the emergence of questions during the interview phase;
- To formally demonstrate the benefits of this system comparing to manual approaches.
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Abstract. Defining transportation responsibility is a critical decision in inbound logistics management. This paper analyses two scenarios at Airbus Helicopters from a transportation lot sizing point of view. In the first one, suppliers manage transportation, each one acting on his own. In this scenario, Airbus does not have any visibility over transportation costs and hence, it defines transportation lot sizes based only in inventory costs. In the second scenario, Airbus masters transportation for inbound flow in a way that it is possible to define optimal transportation lot sizes per supplier based on transportation and storage costs. To this end, we develop an economic transportation quantity model based on Parcel and Courier Services (PCS), Less than Truck Load (LTL) and Full Truck Load (FTL) transportation costs. Results show that by controlling transportation and optimizing transportation lot sizes, we can significantly reduce logistics costs compared to the first scenario.
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1. Introduction

Defining transportation responsibility is a critical decision in Supply Chain Management, particularly in inbound logistics management. In one hand, by giving suppliers the responsibility of managing transport operations, a company could release transportation tasks resources for the company core activity. However, in some cases, this could mean losing control over transportation and procurement policies because of the lack of transparency and visibility in transportation management and costs. In the other hand, by internalizing transportation management, a company has total control over its transportation system, and hence, it could optimize transportation and procurement policies by defining optimal transportation lot sizes in function of transportation and storage costs. This study evaluates these two scenarios based on a case study conducted at Airbus Helicopters (AH), a division of Airbus, a worldwide leader in the aerospace industry.

A common approach used for defining optimal transportation lot sizes in literature, is the classic economic lot size model introduced at first by Harris in 1913 (reprint 1990 [1]) and after developed by Wilson in 1934. This model allows estimating optimal order quantities in function of order and storage costs. We have adapted this approach to the Airbus case in order to evaluate the second scenario and compare it to the first scenario.

In the next section we present a state of the art for the transportation lot sizing problem. After we present the Airbus case study and we develop a transportation lot sizing model based on literature and in Airbus transportation system. Finally, we present the main results obtained for both scenarios defined and the main conclusions.
2. State of the Art of the Transportation Lot Sizing Problem

The classic Economic Lot Size model is a framework that allows obtaining orders quantities that minimize ordering and storage costs. Let us assume that there is a retailer, which faces a constant demand per unit of time $D$ for a determined item. This retailer must place orders for the same item to another facility. It fixes order quantities at $Q$ units per order. The retailer must pay a fixed ordering cost $K$ every time he places an order and storage cost per unit held in inventory per unit of time is $h$. Given these assumptions we can define the economic order quantity or the $Q^*$ that minimizes ordering and storage costs as [2]:

$$Q^* = \sqrt{\frac{2KD}{h}}.$$  \hspace{1cm} (1)

There are many variants of the EOQ model; Meyer [3] provides a literature review of main variants and extensions of this model. In our case, we will focus on models that include transportation costs. Blumenfeld et al. [4] were one of the first who extended the EOQ formula to the case of the point-to-point transportation. In this case, they calculate the EOQ taking into account the inventory at the origin and the destination and the in-transit inventory. Instead of defining a fixed ordering cost, they define a fixed freight charge per shipment. After they define the optimal shipment size as the minimum between the optimal given by the EOQ formula and the capacity of the transportation mean. Later Lee [5] extends the EOQ model in order to include freight costs quantity discounts. In this case, he defines a set up cost function $S(Q)$ per shipment as follows:

$$S(Q) = F_i + A, \text{ if } N_{i-1} < Q \leq N_i, \text{ i = 1, 2, ..., I.}$$ \hspace{1cm} (2)

Where $Q$ is the amount of each order, $F_i$ is the freight cost for shipment sizes $Q$ between $N_{i-1}$ and $N_i$ and $A$ is a fixed cost. In this case, the author uses the EOQ formula to estimate a $Q_i$ per interval. After he develops an algorithm to find the optimal $Q$ that yields the minimum cost over all the intervals. Swenseth and Godfrey [6] define a model for FTL (Full Truck Load) and LTL (Less than Truck Load) shipment methods for transportation costs with quantity discounts. Concerning the LTL tariffs, they assume a variable cost per pound with quantity discounts. The model proposed allows obtaining the optimal $Q^*$ taking into account both shipment methods. Arcelus and Rowcroft [7] propose a model that allows defining inventory policies for problems with freight-rate structures and incremental quantity discounts. They evaluate three different freight structures. There is a lot of variants and extensions for the transportation lot-sizing problem. For example, Abad and Aggarwal [8] propose a model that allows defining the optimal reselling price and transportation lot size for a reseller. Jaruphongsa et al. [9] consider a two stage lot-sizing model, this model provides an optimal replenishment plan for a warehouse (first stage) and an optimal delivery plan from the warehouse to a distribution center (second stage). These extensions are not in the scope of this study. For a further literature in transportation lot sizing problem the author can refer to Meyer [3] or Rieksts and Ventura [10].

Nowadays the EOQ model is a tool very often used to solve industrial transportation lot sizing problems or in general order lot-sizing problems, especially in the automotive industry. Blumenfeld et al. [11] develop an EOQ tool for point-to-point transportation for General Motors: TRANSPART. They apply it at first at General Motors’ Delco Electronics Division showing a 26% logistics costs saving opportunity. The automotive industry has a fast increasing demand and very important productions rates (Ex. Approximately 13000 cars per day at Toyota). Therefore, in this industry the EOQ model is a very convenient tool to optimize inventory management policies. In this paper, we will evaluate the implementation of this method in the Aeronautic Industry, which in contrast has small demand and low production rates (Ex: <500 units per year).

3. Airbus Case Study

As we mentioned it before, we evaluate two transportation management scenarios at Airbus Helicopters:
1. **First scenario:** In this scenario, each supplier manages transportation on his own, and Airbus does not have visibility over transportation costs; they are included in the part prices. In other words, total transportation cost paid by Airbus does not depend on delivery frequencies in appearance. Hence Airbus define replenishment policies that minimize only inventory costs, without taking into account transportation costs which leads to big delivery frequencies and small shipment sizes.

2. **Second scenario:** Airbus manage transportation and has full visibility over transportation costs. It optimizes transportation lot sizes based on transportation and storage costs.

Before evaluating these scenarios, it is necessary to define the three transportation modes used at Airbus Helicopters. We define different hypothesis for transportation costs based on available information and in cooperation with Airbus concerned departments:

1. **Full Truck Load (FTL):** All the transportation mean capacity is used (truck, container). Concerning FTL costs, we assume that FTL transportation mean capacity is equal to 24000 kg and that transportation cost per FTL shipment is linear. In other words, the cost of two FTL shipments (ex. two truck shuttles) is equal to two times the cost of one FTL shipment. We estimated FTL cost based on quotation demands made for different transportation providers.

2. **Less than Truck Load (LTL):** Transportation mode used when volume is not significant enough to use all the transportation capacity. In this case, we define transportation costs per pallet and we assume that they are linear, in other words, the cost of shipping two pallets is equal to two times the cost of shipping one pallet. We define a capacity of 1000 kg per pallet. We estimate transportation cost per pallet using a DHL quotation tool [12].

3. **Parcel and Courier Services (PCS):** Door to door small parcel method of delivery. In this case, we use Multi-parcel (Multi-product shipments) UPS tariffs presented in Table 1 [13] to estimate PCS costs. In this table, each column represents a geographic zone and each row represents a shipment weight. The geographic zones classify shipments according to the distance between the source and the destination. The longer is the distance between a source and a destination the bigger is the number of the geographic zone (1 to 8).

<table>
<thead>
<tr>
<th>Table 1: Multi-parcel UPS tariffs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zone</td>
</tr>
<tr>
<td>1 kg</td>
</tr>
<tr>
<td>2 kg</td>
</tr>
<tr>
<td>3 kg</td>
</tr>
<tr>
<td>4 kg</td>
</tr>
<tr>
<td>5 kg</td>
</tr>
<tr>
<td>6 kg</td>
</tr>
<tr>
<td>7 kg</td>
</tr>
<tr>
<td>8 kg</td>
</tr>
<tr>
<td>9 kg</td>
</tr>
<tr>
<td>10 kg</td>
</tr>
<tr>
<td>11 kg</td>
</tr>
<tr>
<td>12 kg</td>
</tr>
<tr>
<td>13 kg</td>
</tr>
<tr>
<td>14 kg</td>
</tr>
<tr>
<td>15 kg</td>
</tr>
<tr>
<td>16 kg</td>
</tr>
<tr>
<td>17 kg</td>
</tr>
<tr>
<td>18 kg</td>
</tr>
<tr>
<td>19 kg</td>
</tr>
<tr>
<td>20 kg</td>
</tr>
<tr>
<td>21 kg</td>
</tr>
<tr>
<td>22 kg</td>
</tr>
<tr>
<td>23 kg</td>
</tr>
<tr>
<td>24 kg</td>
</tr>
<tr>
<td>25 kg</td>
</tr>
<tr>
<td>26 kg</td>
</tr>
<tr>
<td>27 kg</td>
</tr>
<tr>
<td>28 kg</td>
</tr>
<tr>
<td>29 kg</td>
</tr>
<tr>
<td>30 kg</td>
</tr>
<tr>
<td>31 kg</td>
</tr>
<tr>
<td>32 kg</td>
</tr>
<tr>
<td>33 kg</td>
</tr>
<tr>
<td>34 kg</td>
</tr>
<tr>
<td>35 kg</td>
</tr>
<tr>
<td>36 kg</td>
</tr>
<tr>
<td>37 kg</td>
</tr>
<tr>
<td>38 kg</td>
</tr>
<tr>
<td>39 kg</td>
</tr>
<tr>
<td>40 kg</td>
</tr>
<tr>
<td>41 kg</td>
</tr>
<tr>
<td>42 kg</td>
</tr>
<tr>
<td>43 kg</td>
</tr>
<tr>
<td>44 kg</td>
</tr>
<tr>
<td>45 kg</td>
</tr>
<tr>
<td>46 kg</td>
</tr>
<tr>
<td>47 kg</td>
</tr>
<tr>
<td>48 kg</td>
</tr>
<tr>
<td>49 kg</td>
</tr>
<tr>
<td>50 kg</td>
</tr>
<tr>
<td>51 kg</td>
</tr>
<tr>
<td>52 kg</td>
</tr>
<tr>
<td>53 kg</td>
</tr>
<tr>
<td>54 kg</td>
</tr>
<tr>
<td>55 kg</td>
</tr>
<tr>
<td>56 kg</td>
</tr>
<tr>
<td>57 kg</td>
</tr>
<tr>
<td>58 kg</td>
</tr>
<tr>
<td>59 kg</td>
</tr>
<tr>
<td>60 kg</td>
</tr>
<tr>
<td>61 kg</td>
</tr>
<tr>
<td>62 kg</td>
</tr>
<tr>
<td>63 kg</td>
</tr>
<tr>
<td>64 kg</td>
</tr>
<tr>
<td>65 kg</td>
</tr>
<tr>
<td>66 kg</td>
</tr>
<tr>
<td>67 kg</td>
</tr>
<tr>
<td>68 kg</td>
</tr>
<tr>
<td>69 kg</td>
</tr>
<tr>
<td>70 kg</td>
</tr>
<tr>
<td>71 kg</td>
</tr>
<tr>
<td>72 kg</td>
</tr>
<tr>
<td>73 kg</td>
</tr>
<tr>
<td>74 kg</td>
</tr>
<tr>
<td>75 kg</td>
</tr>
<tr>
<td>76 kg</td>
</tr>
<tr>
<td>77 kg</td>
</tr>
<tr>
<td>78 kg</td>
</tr>
<tr>
<td>79 kg</td>
</tr>
<tr>
<td>80 kg</td>
</tr>
<tr>
<td>81 kg</td>
</tr>
<tr>
<td>82 kg</td>
</tr>
<tr>
<td>83 kg</td>
</tr>
<tr>
<td>84 kg</td>
</tr>
<tr>
<td>85 kg</td>
</tr>
<tr>
<td>86 kg</td>
</tr>
<tr>
<td>87 kg</td>
</tr>
<tr>
<td>88 kg</td>
</tr>
<tr>
<td>89 kg</td>
</tr>
</tbody>
</table>

Transportation cost is given for multiples of 5 until 25 kg, for multiples of 10 between 30 and 100 kg and for multiples of 20 between 100 and 200 kg. In order to estimate transportation cost in-between each interval (0-5kg, 5 -10kg, etc.), we linearize it. We take this decision based on UPS mono-parcel tariffs (see Table 2 [13]), in this case costs are presented for weights between 1 and 5 kg and between 5 and 10 kg. We make a linear regression for each interval and we find that it is a good approximation for costs in-between these intervals (Determination coefficient > 0.98 for all the geographic zones).
3.1. First Scenario Transportation Cost Estimation

In order to estimate transportation cost for the first scenario we use two methods:

1) **First method:** As we mentioned it before, in the first scenario we assume that transportation cost is included in part cost. In other words, transportation cost for a supplier $j$ is $X_j\%$ of the product cost. At Airbus, in cases where Supplier manages transportation, even if the value of $X_j$ is not known for almost all suppliers, we know that it varies between $A\%$ and $B\%$ for all suppliers ($A \leq X_j \leq B$ for all $j$). In this case, in order to estimate transportation costs for the first scenario, we assume that transportation cost is equal to $A\%$ of the product cost for all the suppliers. In that way, we ensure that transportation cost is not overestimated. This method allows estimating a realistic transportation cost for the first scenario. We do not specify values of $A$ and $B$ in this study because of Airbus privacy policies.

2) **Second method:** In this method, we assume that Airbus places orders taking into account only inventory cost. Transportation costs are calculated using PCS, LTL and FTL tariffs. In other words, supplier transportation costs are subject to the same PCS, LTL and FTL tariffs than Airbus for the second scenario. Using this method allows estimating total cost reduction purely due to transportation lot sizes optimization, and hence evaluating the application of an economic transportation quantity model in the aeronautic industry.

3.2. Second Scenario: FTL, LTL and PCS Transportation Lot Sizing Model

We develop a method based on transportation lot sizing literature to estimate optimal transportation lot sizes for FTL, LTL and PCS transportation cost structures defined before. To this end, we assume that time horizon is infinite, due to products range renewal small frequency (less than once each ten years per product), and that demand is constant, given that the objective of implementing such a replenishment policy would be to smooth orders quantities according to production rates. We don’t include order costs, we consider they are fixed (procurement staff fixed). We calculate optimal transportation lot sizes in kilograms (multi-products) using an approach per interval similar to the one used by Lee [5]. Quantity discounts are taken into account for PCS costs implicitly, based on UPS tariffs table presented previously (Table 1).

As we mentioned it before, we assume that UPS (PCS) costs are described by a linear function per interval for each geographic zone:

$$\text{UPS cost}_i(Q) = C_v Q + C_c$$

if $L_i < Q \leq U_i$.  

Where $Q$ is the shipment weight, $C_c$ represents the intercept (constant cost), $C_v$ represents the slope (variable cost per kg), $L_i$ is the lower bound of the interval and $U_i$ is the upper bound of the interval. If we assume that $C_s$ is the storage cost per kg per year, $D$ is volume delivered in kg per year and $T$ is the time interval between deliveries (in years) in which we consume $Q$, total cost $T_{C_i}$ per shipment for a given interval is:

$$T_{C_i}(Q) = C_v Q + C_c + \frac{Q}{2} C_s T$$

if $L_i < Q \leq U_i$.  

![Table 2: Mono-parcel UPS tariffs.](image)
Given that \( T \) is equal to \( \frac{Q}{D} \), total cost per shipment can be written as:

\[
TC_i(Q) = Cv_iQ + Cc_i + CsQ^2 \quad \text{if } L_i < Q \leq U_i. \tag{5}
\]

If we divide \( TC \) by \( Q \), we obtain the total cost per kilogram \( TC \) per kg:

\[
\text{TC per kg}(Q) = Cv_i + \frac{Cc_i}{Q} + Cs \frac{Q^2}{2D} \quad \text{if } L_i < Q \leq U_i. \tag{5}
\]

\( TC \) per kg is a convex function, hence we can find the \( Q^* \) that minimizes the total cost \( TC \) for the interval \( i \) which corresponds to the EOQ:

\[
Q^* = \sqrt{\frac{2DCc_i}{Cs}} \quad \text{if } L_i < Q \leq U_i \tag{6}
\]

Concerning the LTL costs, given that it is assumed that cost per pallet is linear and that a pallet has a capacity of 1000 kg, transportation cost is constant for weights between 0 and 1000 kg (Cost of one pallet), 1000 kg and 2000 kg (Cost of 2 pallets), and so on. Consequently, we calculate the \( Q^* \) per interval using the EOQ formula too, by replacing \( Cc \) with the corresponding LTL cost \( C_{LTL} \) of the interval; in other words, \( C_{LTL} \) is the cost of shipping one pallet if \( 0 kg < Q \leq 1000 kg \), \( C_{LTL} \) is the cost shipping two pallets if \( 1000 kg < Q \leq 2000 kg \) and so on.

\[
Q^* = \sqrt{\frac{2DC_{LTL}}{Cs}} \quad \text{if } L_i < Q \leq U_i \tag{7}
\]

Concerning FTL costs, assuming that the truck/container capacity is equal to 24000 kg, transportation cost is constant for weights between 0 and 24000 kg (Cost of one FTL shipment), 24000 kg and 48000 kg (Cost of two FTL shipments) and so on. As for LTL costs, we calculate the \( Q^* \) per interval using the EOQ formula replacing \( Cc \) with the corresponding FTL cost \( C_{FTL} \).

\[
Q^* = \sqrt{\frac{2DC_{FTL}}{Cs}} \quad \text{if } L_i < Q \leq U_i \tag{8}
\]

When calculating the EOQ for each interval \( i \) for the PCS, LTL and FTL cases, it is necessary to take into account the interval bounds. If the EOQ is less or equal than the lower bound \( L_i \) of the interval, the EOQ for the interval must be equal to the lower bound \( L_i \). Similarly, if the EOQ is more or equal than the upper bound \( U_i \) of the interval, the EOQ for the interval must be equal to the upper bound \( U_i \). To illustrate this situation, let us see Figure 1. There are two total cost curves: the first one (blue) for a transportation cost of 100 and the second one for a transportation cost of 300 (red). The first curve corresponds to the total cost function for weights between 0 and 40 kg (dotted over the second interval) and the second curve corresponds to the total cost function for weights between 40 and 80 kg (dotted over the first interval). The \( Q^* \) optimal for the first interval, corresponds to the optimal (EOQ) of the first curve (blue), which is in the first interval, then it is not necessary to modify it. In contrast, the \( Q^* \) optimal for the second interval is 40 kg (lower bound of the interval), given that the optimal (EOQ) of the second curve (red) is less than 40 kg.
We calculate the $Q^*$ for all the intervals for each transportation mode. After we select the $Q^*$ and the transportation mode that minimize the total cost per supplier. These $Q^*$ are traduced after into optimal delivery frequencies. In order to obtain realistic results we approximate these delivery frequencies to industrial delivery frequencies defined in Table 3. After we use industrial delivery frequencies obtained to calculate transportation cost and storage cost for the second scenario.

Table 3: Multi-parcel UPS tariffs.

<table>
<thead>
<tr>
<th>Industrial delivery frequencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Once each 6 months</td>
</tr>
<tr>
<td>Once each 3 months</td>
</tr>
<tr>
<td>Once each 2 months</td>
</tr>
<tr>
<td>Once per month</td>
</tr>
<tr>
<td>Twice per month</td>
</tr>
<tr>
<td>Once per week</td>
</tr>
<tr>
<td>Twice per week</td>
</tr>
<tr>
<td>Three times per week</td>
</tr>
<tr>
<td>Every day</td>
</tr>
</tbody>
</table>

4. Analysis of the Case Study

The scenarios described before were evaluated for a panel of 153 suppliers located in North America and Europe and two destinations (Airbus Sites). Suppliers selected in this panel are representative of suppliers’ product variety. Only suppliers providing expensive and bulky/heavy products (Ex. Engines) were excluded in order to avoid unrealistic results (Ex. ½ engine). Because of Airbus privacy policies, results obtained in the study have been normalized to present total cost comparison between the two scenarios presented before. Table 4 presents results obtained using the first method defined previously for calculating transportation costs for the first scenario and Table 5 presents results obtained using the second method.

Table 4: Airbus Case Study Results – 1st method used for the first scenario

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Storage Cost</th>
<th>Transportation Cost</th>
<th>Total Cost</th>
<th>Cost Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Scenario</td>
<td>9</td>
<td>95</td>
<td>104</td>
<td>-</td>
</tr>
<tr>
<td>2nd Scenario</td>
<td>20</td>
<td>54</td>
<td>74</td>
<td>-29%</td>
</tr>
</tbody>
</table>
Table 5: Airbus Case Study Results – 2nd method used for the first scenario

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Storage Cost</th>
<th>Transportation Cost</th>
<th>Total Cost</th>
<th>Cost Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Scenario</td>
<td>9</td>
<td>91</td>
<td>100</td>
<td>-</td>
</tr>
<tr>
<td>2nd Scenario</td>
<td>20</td>
<td>54</td>
<td>74</td>
<td>-26%</td>
</tr>
</tbody>
</table>

Table 4 shows that by defining optimal transportation lot sizes and managing transportation, we can potentially reduce logistics cost by at least 29% compared to the first scenario when we assume that transportation cost correspond to A% of part costs. In other words, in the second scenario, if after internalizing transportation, suppliers reduce parts cost by A%, total cost (transportation and storage costs) could be potentially reduced by 29% by optimizing transportation lot sizes.

Table 5 shows that if we assume that in both scenarios transportation costs are subject to the same PCS, LTL and FTL tariffs, by optimizing transportation lot sizes, we can potentially reduce logistics costs by 26%. In this case cost reduction is purely due to transportation lot sizes optimization.

Logistics cost reduction is due mainly to orders consolidation. In the second scenario for 84% of couples supplier-site, delivery frequency per year is reduced compared to the first scenario (storage cost increase and transportation cost decrease) and for 5% of couples delivery frequency is not modified (expensive parts). For the remaining 11%, delivery frequency increase. These cases must be studied in detail: delivery frequency increase could be a consequence of suppliers minimum lot sizes constraints in the first scenario. Comparing Table 4 and Table 5, total cost reduction shown in Table 4 is more realistic. It estimates transportation cost based on Airbus suppliers information. While total cost reduction shown in Table 5 allows evaluating potential cost reduction purely due to the application of the transportation lot sizing model proposed in section 3.2. In this case both scenarios are subject to the same transportation tariffs.

Finally, the second scenario assume that transportation management is internalized. Logistics cost gains due to transportation lot sizes optimization in this scenario are reduced by transportation internalization costs (transportation management costs). It is necessary to study transportation internalization cost in detail. However the magnitude of the economic gain achieved in the second scenario suggests that transportation internalization cost may be smaller than logistics cost reduction.

5. Conclusion

The present study analyses two suppliers’ transportation management scenarios at Airbus Helicopters from a transportation lot sizing point of view. In the first one, Airbus defines transportation lot sizes based only on inventory costs because suppliers manage transportation on their own and there is no visibility over transportation costs (they are included in part costs). In the second one, Airbus manages transportation costs, hence, it optimizes transportation lot sizes in function of transportation and storage costs. Results show that by managing transportation and optimizing transportation lot sizes logistics costs could be significantly reduced compared to the first scenario. Consequently, implementing a transportation organization that allows having visibility over transportation costs and operations could enhance logistics cost reduction facilitating the optimization of transportation lot sizes. Logistics cost reduction should be evaluated in parallel with transportation management costs associated to the transportation organization defined.

In the other hand, this study suggests that the use of the EOQ model in order to optimize transportation lot sizes could lead to logistics costs reduction in the aeronautic industry despite low production rates compared to the automotive industry.

Finally, to go further in the analysis, transportation lot sizes optimization could be studied in parallel with other logistics optimization axes. Particularly the location of cross-docking facilities and the implementation of milk runs. These optimization axes allow consolidating logistics flows and could enhance supplementary logistics cost reduction in the second scenario.
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Abstract. Returnable transport items (RTIs) are used for the handling and transportation of products between supply chain entities. Once they are emptied at receivers, they are returned to senders to be reused again for the forward flows. RTIs distribution planning problem consists in defining the timing and the quantity of RTIs to be delivered to each consumption point (i.e. the point where empty RTIs are needed). The key issue is to ensure the best service level at consumption points at minimum cost. Our research is motivated by the practical case of an OEM in the automotive industry, where RTIs are shared among the suppliers of the OEM, and where RTIs distribution planning is a critical issue. The objective of this paper is to present RTIs distribution planning models that are available in the literature. Furthermore, a discussion on possible scenarios to optimize RTIs distribution planning in the automotive industry is conducted.
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1. Introduction

Supply chain (SC) was defined by [1] as a “network of organizations that are involved, through upstream and downstream linkages, in the different processes and activities that produce value in the form of products and services in the hands of the ultimate consumer”. More recently, the notion of reverse supply chain (RSC) was introduced to integrate value that can be recovered from products return [2]. Reverse logistics (RL), consists in planning, implementing and controlling, the efficient flows of products at different processing stages (raw materials, intermediate products, finished goods), originating from various supply chain entities (manufacturing, distribution or consumer), and moving towards a point of recovery or disposal (Council of Logistics Management).

In the context of RSC and RL, returned products are very diverse, as well as the reasons behind their return. [3] distinguishes three types of returns: manufacturing returns (raw materials surplus, quality control returns, …), distribution returns (product recalls, packaging returns, …) and customer returns (warranty returns, end-of-life returns, …). Problems raised by each type of return, from an operations management point of view, can be very different. A substantial part of research in RL falls within manufacturing and customer returns, as stated by [4]. The focus of our paper is on packaging returns. More specifically, we study secondary and tertiary packaging (e.g. plastic boxes, metallic stillages, plastic pallets, etc.) which are used in industry to facilitate semi-finished and finished products handling and transportation between facilities.

Indeed, industrial packaging can be either disposable (one-way), or reusable (returnable). Reusable packaging allows for waste reduction and offers better cube utilization and significant savings on packaging
purchasing and disposal cost [5]. For instance, Canada’s CAMI Automotive, the Canadian joint venture between General Motors of Canada Ltd. and Suzuki Motors Corp., increased cube utilization on inbound trucks to about 85 to 90% by using RTIs [6]. On the other hand, using reusable packaging implies the existence of a return (reverse) flow of empty packaging, generating additional transportation, storage and management costs. Despite this, companies are increasingly investing in reusable packaging, because of legislation pressure, the raise of societal and environmental awareness, and economic performance improvement [7].

In our paper, we designate reusable packaging by the term ‘returnable transport items’ (RTIs) and we consider the following definition derived from [8]: “all means to assemble goods for transportation, storage, handling and product protection in the supply chain which are returned for further usage”. One of the main challenges for a company using RTIs is to balance RTIs demand and supply by returning enough empty RTIs to meet consumption points’ needs [9]. This can be achieved through an effective distribution plan that determines the quantity and timing of empty RTIs deliveries, so as to provide a high service level (i.e. the percentage of consumption points whose RTIs stock level is above minimum stock target) at minimum cost. The case that motivated this research deals with the RTIs reverse network of an automotive carmaker, in which RTIs distribution planning problem is a real challenge. In fact, despite the millions of euros invested each year in the RTIs fleet by the carmaker, the service level average doesn’t exceed 70%, which generates over costs to ensure the availability of RTIs for the forward flows. The objective of this paper is to clarify RTIs distribution planning problem and its stakes, to give a state-of-the-art overview on this problem and to discuss possible optimization scenarios in the automotive industry.

The remainder of the paper is structured as follows. Section 2 introduces the RTIs supply chain with a particular focus on the RTIs distribution planning. Section 3 presents a review of the relevant literature on the distribution planning problem in the context of RTIs RSC. Section 4 discusses possible scenarios to optimize RTIs distribution planning in the automotive industry.

2. RTIs Distribution Planning Problem in Reverse Supply chains

RTIs distribution planning problem deals with the planning of the return flow of empty RTIs. We consider a logistics network with a fixed RTIs fleet size, made of a set of consumption points (a consumption point is the receiving point of empty RTIs and the shipping point of loaded ones) that deliver products loaded in different types of RTIs to a set of release points (a release point is the shipping point of empty RTIs and the receiving point of loaded ones). In the automotive industry, consumption points are parts suppliers and engine plants, while release points are assembly plants. Each consumption point consumes an inventory of empty RTIs and generates an inventory of loaded ones. Thus, consumption points have a demand for empty RTIs that is related to the demand for loaded RTIs. Similarly, each release point consumes an inventory of loaded RTIs and generates an inventory of empty ones. Consequently, release points provide a supply with empty RTIs according to their consumption rate of products contained in RTIs.

In order to satisfy the demand for forward flows (loaded RTIs containing products), consumption points must be delivered with empty RTIs from release points in different time periods. RTIs distribution planning (Figure 1) refers to the problem of defining for each type of RTI (r) and in each period of the planning horizon (t): which release point (j) delivers which consumption point (i) and in what quantity (Z_{ijr}). In supply chains involving distribution centres (k), in addition to consumption and release points, RTIs can be distributed directly from release points or indirectly through distribution centres. This case adds another dimension to RTIs distribution planning related to flows allocation and shipments sizes upstream (X_{ikr}) and downstream distribution centres (Y_{jkr}).

The problem of RTIs distribution planning is critical for different reasons. First, the fleet of RTIs represent a substantial investment for the supply chain, thus RTIs distribution planning must ensure a high rotation rate in order to amortize RTIs investments. Secondly, RTIs distribution planning must ensure empty RTIs availability at consumption points, because it has a major impact on loaded RTIs deliveries for the forward supply chain. When consumption points are short of RTIs, one option is to delay loaded RTIs shipments until RTIs are available, which can possibly cause shortages for receivers of forward flows. Another option is to use express shipping to deliver RTIs, which generates high transportation costs. In certain cases, RTIs can be replaced by substitution packaging, which can be reusable or disposable (one-way). Using disposable packaging as a substitution is not possible for all products, for among other reasons, quality issues. Also, disposable packaging generates additional costs related to waste management. Using reusable substitution packaging is possible if it is available in the inventory of the consumption point in question (used for another
product for instance) or if it can be delivered from another entity of the system. From a distribution point of view, the use of substitution packaging can cause imbalances in terms of RTIs needs, that are not considered in RTIs capacity planning. Moreover, it can generate inventory inconsistencies if substitution packaging flows are not well controlled and tracked in information systems. From a transportation point of view, substitution packaging can decrease transportation efficiency. In other words, the number of products loaded in substitution packaging can be lower than that of initial RTI, as well as transportation stacking conditions.

RTIs distribution planning is strongly connected to RTIs transport planning. Indeed, RTIs transport planning consists in defining the optimal set of routes to be performed by a fleet of vehicles in order to deliver empty RTIs from release points to consumption points. The main issue raised by RTIs transport planning is the minimization of transport costs to deliver empty RTIs, which translates into a minimization of the number of trucks used and the total travelled distance. As such, RTIs transport planning pushes RTIs distribution planning toward infrequent and short-distance deliveries. For instance, if RTIs are available in multiple release points, they must be delivered from the closest release point. Additionally, in order to decrease the frequency of deliveries, RTIs are returned in batches, optimally including the different types of RTIs needed by a consumption point for a given period of time. On the other hand, depending on RTIs availability at release points and demand at consumption points, RTIs distribution planning seeks a high service level even if it generates high transport costs. This means that in the case where not enough RTIs are available or only at distant release points, RTIs transport planning must allow for frequent and long-distance deliveries.

![Figure 1: RTIs distribution planning problem](image)

### 3. Literature review

In the following, our purpose is to survey existing research about quantitative models for RTIs distribution planning. Reviewed papers are classified according to demand stability (i.e. demand for loaded RTIs containing products). In fact, two types of RTIs distribution planning models can be distinguished in the literature: models that consider a constant demand (i.e. deterministic constant rate over time) and models that consider a variable demand of RTIs (i.e. deterministic variable rate over time or stochastic).

#### 3.1. RTIs distribution planning models with constant demand

When constant demand is assumed, RTIs distribution planning models (Table 1) adopt an EOQ (Economic Order Quantity) approach, which consists in defining the optimal quantity of empty RTIs to be returned by release points to consumption points, that minimizes RTIs holding and order costs. These models usually consider a tactical planning horizon and optimize jointly other decisions such as production lot size, loaded RTIs shipment size and RTIs capacity planning. One example is the work of [10], who suggest a model to coordinate a supply chain of a vendor that uses RTIs to transport finished products to a buyer. The authors define jointly optimal production lot size and shipment frequencies for both finished products and RTIs, that minimize the total costs of the system. They also give insights on the definition of optimal RTI sizes, as well as interdependencies between downstream and upstream flows. [11] extend the previous work to model a single-vendor multi-buyer supply chain. Two
cases are considered: late finished products shipments after the end of production lot and early shipments while production lot is still in progress. [12] develop an integrated model for network design and inventory management in a three-level supply chain made up of factories, distribution centers and customers. The main contribution of the paper is to address location, allocation and shipment sizes decisions jointly, in the case of large logistics networks with capacitated transportation, multiple sourcing, direct and indirect shipments. The proposed model considers the trade-off between transport and inventory costs under EOQ policy and perfect coordination assumptions and is solved using an iterative heuristic.

In practice, RTIs returns are frequently subject to uncertainties. [13] study the case where RTIs return times are stochastic, consequently if RTIs are returned late, they generate delays in products shipments and shortages at the retailer. They develop mathematical models to investigate the impacts of different safety measures on the system, specifically a safety return time, a safety stock and a combination of both measures. The objective is to derive optimal operational policies while minimizing the total costs of the supply chain. The results of the paper show that implementing a safety stock or a combination of a safety stock and a safety return time give better results than that of no safety measure is in place or only a safety return time is applied. [14] present a similar problem to the one of [13]. They study a supply chain where RTIs return times are stochastic, and where the vendor can rent RTIs at a service provider to ensure products shipments for the retailer in case RTIs are returned late. Their approach suggests that renting option is especially interesting when the risk of late returns and shortages costs are high, and when finished products inventory costs at the vendor are important. [15] propose an inventory model in a supply chain with deteriorating products and stochastic return times for RTIs. In this paper, it was shown that increasing RTIs return lot size allows to decrease the probability of late RTIs returns and large back orders of finished products. [16] study an RTIs system subject to RTIs loss. They develop two models comparing the case where the retailer invests in staff training to reduce RTIs loss and the case where he does not. The authors demonstrate that the retailer investment has a positive impact on the system efficiency and supply chain total cost. Authors suggest side payments contracts with the manufacturer as an incentive to encourage the retailer investment. A related work is the one of [17], which generalizes the previous inventory model to a supply chain consisting of a vendor and multiple buyers, with investment in RTIs loss reduction. The results show, similarly to the first model, that when the buyers invest, the total cost of the supply chain decreases.

### Table 1 : RTIs distribution planning models with constant demand

<table>
<thead>
<tr>
<th>Reference</th>
<th>Supply chain configuration</th>
<th>RTIs diversity</th>
<th>Costs structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12]</td>
<td>multiple factories multiple distribution centers multiple customers</td>
<td>single</td>
<td>fixed costs for locating a distribution center, handling costs, transport costs, inventory costs</td>
</tr>
<tr>
<td>[15]</td>
<td>single supplier single buyer</td>
<td>single</td>
<td>order costs, inventory costs, setup costs, shortage costs</td>
</tr>
<tr>
<td>[11]</td>
<td>single vendor multiple retailers</td>
<td>single</td>
<td>inventory costs, setup costs, ordering costs, management costs</td>
</tr>
<tr>
<td>[18]</td>
<td>single vendor single buyer</td>
<td>single</td>
<td>inventory costs, setup costs, ordering costs, handling costs, transport costs, purchasing costs</td>
</tr>
<tr>
<td>[13]</td>
<td>single vendor single retailer</td>
<td>single</td>
<td>inventory costs, setup costs, ordering costs, shortage costs, transport costs</td>
</tr>
<tr>
<td>[14]</td>
<td>single vendor single buyer</td>
<td>single</td>
<td>rental cost, order costs, setup costs, inventory costs, transport costs</td>
</tr>
<tr>
<td>[16]</td>
<td>single manufacturer single retailer</td>
<td>single</td>
<td>inspection costs, purchasing costs, inventory costs, retailer investment</td>
</tr>
<tr>
<td>[17]</td>
<td>single vendor multiple buyer</td>
<td>single</td>
<td>inspection costs, order costs, inventory costs, purchasing costs</td>
</tr>
</tbody>
</table>
3.2. RTIs distribution planning with variable demand

In operational planning, constant demand assumption is no longer valid. Several models (Table 2) were developed in the literature to optimize RTIs distribution planning while taking into consideration a variable demand. [19] develop an integrated model to address the day-to-day operational issues of production and distribution in a supply chain with RTIs. The formulation proposed includes two subsystems: a pair of optimization models that provides daily aggregated and disaggregated production, washing and distribution plans for products and RTIs, and a simulation model that helps decision makers to evaluate the impacts of modifications on the initial master plan, on a shift-by-shift-basis. The model does not consider explicit costs. The objective is to increase the number of clean containers at the plants and the quantity of products at the depots. [20] investigate the problem of coordinating the flows of perishable food products and RTIs considering food quality and variable customer demand. The objective of the proposed model is to optimize production quantities, outsourcing quantities, transported quantities of finished products, returned quantities of empty RTIs and purchased quantities of new RTIs, while maximizing the total supply chain profit. The authors develop an improved kernel search-based heuristic to solve the problem and demonstrate that it is more efficient than the direct use of CPLEX. [21] study the distribution planning problem of RTIs for the Canada Post, the problem is modeled as a minimum-cost flow problem and aims at defining the optimal return quantities of RTIs between Canada Post plants and its customers. The authors show, for the case studied, that a reduction of 40% of the travelled distance by RTIs can be achieved. [22] study an RTIs system of several customers, suppliers and depots, with both direct returns from customers to suppliers and indirect returns through depots. The purpose of the proposed model is to optimize loaded and empty containers movements and inventory. They model the problem as a network flow problem minimizing transport and storage costs and propose a resolution approach for a network of one supplier, one customer and one depot. The results of the paper show that a simple recurring formula solves the model under certain costs configuration. [23] propose a generic model to optimize RTIs distribution planning and capacity planning, while considering both economic and environmental indicators. The authors also conduct a case study at a luxury goods company to compare the use of RTIs and disposable packaging. The results show that because of high transport costs, RTIs use is more expensive than disposable packaging use. [24] consider the pallets dispatching problem in an express freight network with multiple demand and supply points. The specificity of the proposed model is to optimize the quantity of pallets transported between supply points and demand points and the quantity of leased pallets at demand points, while taking into consideration some predefined transport routes. The costs structure includes, consequently, transport costs, leasing costs, inventory costs and penalty costs related to early and late deliveries. The authors conduct computational experiments comparing the performance of genetic algorithm and improved cloud clonal selection operation and demonstrate that this latter is better in terms of run time and convergence.

As explained before, RTIs distribution and transport planning are closely linked. Some authors propose integrated models to optimize RTIs distribution and transport decisions. [25] study the problem of inventory routing in a CLSC of one depot and several retailers with multiple products and demand uncertainty. A probabilistic mixed-integer linear program is proposed to optimize both product deliveries and reverse flows of RTIs. The solutions obtained were evaluated using a simulation model that considers total fuel, wage, inventory holding and shortage costs. The results show that significant savings can be achieved by optimizing simultaneously inventory and routing decisions for forward and reverse operations. [7] address a similar problem to the one of [25] in the case of a single product with deterministic demand and time windows constraints. The objective function of the mixed-integer linear model developed includes production costs, transport costs, loaded and empty RTIs inventory costs and purchasing costs of new RTIs. The authors suggest a combination of clustering heuristic and branch-and-cut algorithm to solve realistic instances.

4. Comparison of RTIs distribution planning scenarios in the automotive industry

The automotive industry is one of the industries where the use of RTIs is widespread. This section proposes some possible optimization scenarios for RTIs distribution planning from an operational point of view with a specific focus on its link with RTIs transport planning. For this purpose, we rely on the reviewed literature as well as discussions with practitioners from an OEM dealing with the RTIs distribution planning issue. Two main approaches can be distinguished when optimizing RTIs distribution and transport planning: integrated approach and sequential approach (Figure 2).
In the integrated approach, RTIs distribution and transport daily planning are optimized jointly. This means that decisions about which release point delivers which consumption point, in what quantity and through which detailed route are taken simultaneously, while maximizing service level at consumption points and minimizing inventory and transport costs. From a theoretical point of view, this approach would give a global optimum in terms of distribution and transport costs. However, in large supply chains involving multiple release and consumption points and several types of RTIs (as is the case in the automotive industry), this problem is complex to solve from a computational point of view. In addition, from an organizational point of view, RTIs distribution planning and RTIs transport planning usually fall under the scope and responsibility of different supply chain functions. Consequently, adopting a sequential approach in optimizing RTIs distribution and transport planning is more realistic. The sequential approach would certainly give less optimal solutions in terms of costs optimization, however it is computationally and organizationally more tractable.

In the sequential approach, Scenario 1 would consist in optimizing RTIs distribution planning before optimizing RTIs transport planning. In this case, the first step is to determine a daily RTIs distribution plan that optimizes distribution costs, based on RTIs demand, supply and inventory levels at consumption and release points. The second step is to define a daily transport plan that minimizes transport costs, based on the predefined distribution plan. Under Scenario 1, in order to allow transport optimization, RTIs distribution planning must either include some criteria enabling the pre-optimization of transport costs (e.g. criteria related to the distance and frequency of delivery of empty RTIs) or integrate a temporal flexibility (e.g. by proposing flexible departure and arrival dates). In this scenario, RTIs distribution planning is less constrained, because it is optimized prior to transport planning. Indeed, daily RTIs distribution plan is completely dependent on RTIs demand and supply variability. This means, for instance, that in the case of insufficient supply of empty RTIs at close release points at a given period of time, RTIs distribution planning will generate the necessary flows, probably from distant release points, to deliver consumption points whose forecasted stock is below stock target, regardless of the impact on the efficiency of the resulting transport plan (i.e. number of trucks, trucks filling rate, travelled distance). As a result, transport planning is more complex and costlier, since RTIs transport plan must be re-optimized each day depending

<table>
<thead>
<tr>
<th>Reference</th>
<th>Supply chain configuration</th>
<th>RTIs diversity</th>
<th>RTIs distribution planning</th>
<th>RTIs transport planning</th>
<th>Costs structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>[19]</td>
<td>multiple plants, multiple depots</td>
<td>multiple</td>
<td>X</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>[21]</td>
<td>multiple plants, multiple customers</td>
<td>single</td>
<td>X</td>
<td>transport costs</td>
<td></td>
</tr>
<tr>
<td>[22]</td>
<td>multiple suppliers, multiple depots</td>
<td>single</td>
<td>X</td>
<td>transport costs, storage costs</td>
<td></td>
</tr>
<tr>
<td>[23]</td>
<td>multiple warehouses, multiple stores</td>
<td>multiple</td>
<td>X</td>
<td>transport costs, CO2 emissions, purchasing costs</td>
<td></td>
</tr>
<tr>
<td>[25]</td>
<td>single depot, multiple retailers</td>
<td>single</td>
<td>X</td>
<td>transport costs, inventory costs</td>
<td></td>
</tr>
<tr>
<td>[24]</td>
<td>multiple supply points, multiple demand points</td>
<td>multiple</td>
<td>X</td>
<td>transport costs, inventory costs, leasing costs, loss costs</td>
<td></td>
</tr>
<tr>
<td>[20]</td>
<td>single manufacturer, single retailer</td>
<td>single</td>
<td>X</td>
<td>inventory costs, transport costs, production costs</td>
<td></td>
</tr>
</tbody>
</table>

In the integrated approach, RTIs distribution planning models with variable demand:

<table>
<thead>
<tr>
<th>Reference</th>
<th>Supply chain configuration</th>
<th>RTIs diversity</th>
<th>RTIs distribution planning</th>
<th>RTIs transport planning</th>
<th>Costs structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>[19]</td>
<td>multiple plants, multiple depots</td>
<td>multiple</td>
<td>X</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>[21]</td>
<td>multiple plants, multiple customers</td>
<td>single</td>
<td>X</td>
<td>transport costs</td>
<td></td>
</tr>
<tr>
<td>[22]</td>
<td>multiple suppliers, multiple depots</td>
<td>single</td>
<td>X</td>
<td>transport costs, storage costs</td>
<td></td>
</tr>
<tr>
<td>[23]</td>
<td>multiple warehouses, multiple stores</td>
<td>multiple</td>
<td>X</td>
<td>transport costs, CO2 emissions, purchasing costs</td>
<td></td>
</tr>
<tr>
<td>[25]</td>
<td>single depot, multiple retailers</td>
<td>single</td>
<td>X</td>
<td>transport costs, inventory costs</td>
<td></td>
</tr>
<tr>
<td>[24]</td>
<td>multiple supply points, multiple demand points</td>
<td>multiple</td>
<td>X</td>
<td>transport costs, inventory costs, leasing costs, loss costs</td>
<td></td>
</tr>
<tr>
<td>[20]</td>
<td>single manufacturer, single retailer</td>
<td>single</td>
<td>X</td>
<td>inventory costs, transport costs, production costs</td>
<td></td>
</tr>
</tbody>
</table>
on RTIs distribution plan. This leaves limited possibilities for transport function to establish long term contracts with haulers, with negotiated transport costs. Moreover, internal flow organization at consumption and release points in terms of receiving and shipping operations is difficult to plan, because RTIs transport plan can be different from one period to another depending on RTIs distribution requirements.

Scenario 2 considers two sub-processes to plan RTIs distribution and transport: a short-term planning process and a very short-term planning process. In the short-term planning process, a forecasted distribution plan, that maximizes service level and minimizes inventory and transport costs, is optimized periodically (e.g. on a weekly basis), based on forecasted demand and supply at consumption and release points. The obtained distribution plan must be stable in terms of flows allocation (i.e. which release point delivers which consumption point) and delivered quantities, from one period to another. This must translate first into smoothed deliveries over the planning horizon on each link (i.e. given release point and consumption point), to ensure a stable transport capacity to execute the RTIs distribution plan. In addition, this must also translate into a robust sourcing to deliver empty RTIs (i.e. the number of distinct release points that deliver each consumption point) over the planning horizon, to ensure a stable transport plan in terms of routing. The next step is to optimize the short-term transport plan in accordance with the predefined short-term distribution plan, which results in a set of regular routes that will be used to deliver empty RTIs for a given period of time. Subsequently, the very short-term distribution planning process would consist in defining a daily distribution plan while maximizing the use of the predefined regular routes (those defined in the short-term transport plan). Occasionally, some additional transport orders can be added to the initial transport plan in order to satisfy intermittent RTIs needs. This scenario results in a stable transport plan to distribute empty RTIs, which allows for a better organization at release points and consumption points. Moreover, keeping a stable transport plan for empty RTIs distribution provides better negotiated costs with haulers and ensures the availability of transport capacity to fulfill RTIs distribution needs. Nevertheless, this scenario implies that the RTIs transport plan must be updated periodically in order to adjust it to the variation of RTIs needs and releases.

![Figure 2: RTIs distribution planning scenarios](image)

5. Conclusions and Perspectives

In supply chains where RTIs are used, distribution planning is a critical issue. It aims at ensuring a high service level at consumption points while minimizing inventory and transport costs. In this paper, we have presented the decisions raised by RTIs distribution planning and the different issues behind. We have also reviewed existing research about quantitative models for RTIs distribution planning and classified them according to RTIs demand stability. Finally, we discussed the advantages and drawbacks of some possible scenarios to optimize RTIs distribution planning in the automotive industry, with a specific focus on its interdependency with RTIs transport planning. In the future, it would be interesting to develop optimization models to support the proposed scenarios and to compare them from a quantitative point of view. In addition, the proposed scenarios could be extended to the case where parts and RTIs flows are considered jointly in order to optimize the overall costs.
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Abstract. Health Sector is depending on interoperability between systems. Health systems are fragmented and even so need to produce valuable outcomes including social engagement and a better government-citizen relationship aiming to improve the quality of access, patient care, and transparency generating accurate indicators for managers and health professionals and also for patients. This paper aims to describe a phase of development of a pilot in a public health system realized through an Action Research using combined quality tools in a Multidisciplinary Design Optimization (MBO) and Knowledge-Based Engineering (KBE) methodology, aiming to reach a strategy and model to spread best practices used in this EHR interoperability experience applied into a Brazilian small-town.
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1. Introduction

The implementation of a Universal Electronic Medical Record (UEMR) is at the same time an interesting and also challenging quest for the Healthcare Sector for any country.[1] Recent research suggests that critical knowledge to improve interoperability studies is yet a gap that could be fulfilled on collecting data obtained through primary care patient’s experiences as a key able to offer valuable indicators for implementation of Web-based repositories including also transparency access to patients controlling their own history medical records [2-3].

Released on July 2, OECD Health Statistics 2019 provides a comparative database that offers an overview of the healthcare sector in measuring health systems performance, but opportunities for cross-country comparative analysis of outcomes are also very limited especially regarding exploring capabilities, policies, and standards related to exchange data and interoperability [4].

As a fully successfully already implemented example of interoperability, we can quote Estonia. The country implemented an interconnected national Electronic Health Record, as a pillar for a computerized health base that reduced costs, facilitating future care and makes it possible to share efforts between a chain of patients, doctors, clinics or hospitals, where a UEMR is an electronic system realized through an authenticated, unique and individual access, according to professional or patient profile comprising the registration, agenda, clinical history, and evaluation modules. The government regulates demands and managing performance and at this moment continue improving the system joining all suppliers and their roles. [5,6]
Best practices, standards of interoperability, ontologies, and for developing systems to deliver Electronic Health Records, as an efficient solution and a cost-effective platform are suggested as patterns by the American Hospital Association (AHA), especially regarding how to share responsibilities with stakeholders aiming to attend a new society demand [7]. The best worldwide practices suggest also an ideal framework that should include standards of secure single access with dual authentication key (password usage, digital certificate and or biometrics) aiming to attend to interoperability requirements and also requirements for citizen engagement, government transparency, and social responsibility. [8,9]

This paper is part of a series of one Action Research, their design practices, and tools to reach one strategy to be followed. [10] This phase aimed to applied at an interoperability experience for the first time in a Brazilian little town aiming to exchanging data between health units and patients, using Knowledge-based engineering (KBE) methodology as tool to design and implement complex systems that have the goal to set the steps for management implementation of a health system [11]. The final project intends to offer a framework model to implement interoperability extending the model for other cities but in this paper, the research will only show which combined tools were used to implement the system to reach interoperable Information. The final goal of Action Research will be to present standards that were chosen to build a proposal of a Web-based repository cost-effective platform to reach interoperability and data integration between entities, using a single key of patient's records.

2. Context and Background

The Brazilian Government offers a kind of health system covered by Brazilian taxes, but uses of public taxes in health care are subjects of a polarized debate that is not a subject of this research, but must be presented as illustration since their requiring coordination between services organized in networks, and according to best practices, the design principles of systems to attend this kind of healthcare must also consider as an issue claims of participation and trade-offs with society. [12]

In European countries, universality in health generally refers to the public coverage of national systems for each country. Some programs are paid for entirely out of tax revenues, others using a mix of funds insurance. In some cases such as the UK, government involvement also includes directly managing the health care system, and many countries use mixed public-private systems. In most European countries, healthcare entails a government-regulated network and also private companies. [13] The US health system, for instance, uses a restriction for the right to health in a model based on different types of insurance, with a strong emphasis on the private sector. In developing countries, the term universal health coverage (UHC) is used to refer to a basic range of services coverage or public or private health insurance. In several ways, Latin American countries have followed different paths from Brazil towards universal health coverage to address social determinants of health.[14]

Brazil is a country with continental dimensions composed of 5563 municipalities that present widespread regional and social inequalities. Their health system has decentralized management, composed of three levels of autonomy forming a Unified Health System (SUS) that is financed by taxpayers, aiming to provide healthcare, as a right of citizenship offered for the major population-based on principles of right for citizens and duty of the state. [15]

Even if logistic and the financial role of universal healthcare vary by country, places such as the United States and England, Australia, Canada is reviewing the scope at primary Health Care and health roles, trying to optimizing the workforce, reducing costs, providing greater equity and quality. These countries are also concerned about exchange data between professionals and to offer better services for a society that is claiming transparency and requires systems able to exchange data with citizens. [16]

That is a reason why to reach interoperability is a global trend and the reason for this study. The best practices say that health systems need to acquire, generate and exchange information data aiming to generate indicators to be filled critical knowledge gaps, and many researchers are pointing pathways using EHR and obtained metrics like Patient-Reported Experience Measure (PREM) and Patient-Reported Outcome Measure. (PROM) [17].
2.1. Health Sector Interoperability Experiences

The 2018 edition of Health at a Glance Europe show general rules to improve the health of citizens and an effective performance for build health systems reducing wasteful based on 4 pillars: 1) Improve more access to health care, 2) Offering more people-centered health systems, 3) Build more resilient health systems, 4) Promote more protection and prevention. [8]

The American Hospital Association (AHA) model remarks seven pathways aiming to implement interoperability: 1) Security and Privacy, 2) Efficient and usable solutions, 3) Cost-Effective, enhanced infrastructure, 4) Standards developments, 5) Connecting beyond Electronic Health Records, 6) Share of Best Practices. [7] Health care information exchange and interoperability (HIEI) and their regards about inter-organizational relationships are properly addressed at literature, comprehending aspects of clinical, financial, and organizational value, electronic data workflow, exchange data through stakeholders and providers, like hospitals, medical groups, laboratories, radiology centers, pharmacies, payers, public health departments, etc. [17]

About EHR best practices we can highlight a solution 99% already implemented in Estonian for all e-health solutions. In 2005 the Estonian Ministry of Social Affairs released a strategic sector information system in which the core project was based in Electronic Health Record (EHR) providing a basic integrated information technology system as a comprehensive central register aiming to exchange health information data from birth to death. [5,6]. The e-Health information is a centralized Electronic Health Record (EHR) complemented by three systems: 1) Digital images, 2) Digital Registration, and 3) Digital Prescription which creates a unified national health information system. This system attends 1.35 million Estonian residents [2, 29].

To complement the requirements of the development of this Action research, we also used the standards offered by the “Trusted Exchange Framework and Common Agreement” (TEFCA) released in January 2018. This document brought light to specifications and standards for interoperability that will be used in the web-based platform that will be developed at the end of this research.

The suggested pattern indicates that we will need 1) To establish patterns for HIEs enabling providers, hospitals and other health care stakeholders using EHRs, aiming to join any health information network, as well as automatically connect and participate in a nationwide HIE, 2) To create a “Qualified Health Information Networks” (QHINs) to help facilitate a standardized methodology for HIE inter-connectivity, 3) To create a new administrative organization to administer and to put the network in operation, as suggest in Trusted Exchange Framework showed at figure 1. [19]

![Figure 1: Trusted Exchange Framework and Common Agreement Stakeholders](image-url)
3. Methodology

Action Research was the chosen method to conduct this project aiming to affect and change the social reality using observations. Action Research also allows the combined use of techniques, diagnostic tools, and several instruments to support tasks. [10] To support the conceptual background was done a benchmarking of major experiences in implementing systems that reach interoperability exploring their capabilities, policies, and standards to exchange data. [9] The best practices to implement these solutions in healthcare suggested using data from Patient-Reported Experience Measures (PREM) and Patient-Reported Outcome Measures (PROM) [17].

About the best models of implementation for Universal Electronic Record, we select the experience implemented in the United Nations University from Estonian [5,6]. American Hospital Association (AHA) standards are used for interoperability ontologies and medical record exchange data [7]. Regarding quality impacts and transparency, we chose The Lancet Global Health Commission on High-Quality Health Systems. [8]

To design this project was necessary to acquire a lot of knowledge about how acquiring the data routine of stakeholders. [27] The solution for task management that satisfied many competing requirements demanding multidisciplinary was to use design optimization (MDO) that also provide support and consistency for automation of repetitive tasks the schematic proposal is shown in figure 2 [21]. The chosen quality tools were Kanban, World Cafe, Communities of Practice, PDCA used in a combined way to build interconnection and to solve daily problems reducing time and costs of development. Table 1 describes Knowledge-based engineering (KBE) acquired through used tools to implement the project. [20, 21, 27]

![Figure 2: KBE schematic proposal adapted from Combining semantic web technologies and KBE to solve industrial MDO problems [20, 21]](image)

<table>
<thead>
<tr>
<th>Goal</th>
<th>Tool</th>
<th>Description</th>
<th>Contributions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit Resource management</td>
<td>Kanban</td>
<td>A Kanban is placed in a specific place at the entrance. The tool allows us to indicate by color and with easy visualization the distribution of the agents' daily in the time and places to be attended.</td>
<td>Speed the production in the health service.</td>
</tr>
<tr>
<td>To hear Patient Voice</td>
<td>World Café</td>
<td>World Café is a group conversation widely used to explore topics relevant to the group and create space for collective intelligence to emerge.</td>
<td>It is an instrument that facilitates to answer questions and implement the methodology.</td>
</tr>
<tr>
<td>Community Engagement of Practice</td>
<td>Communities of Practice</td>
<td>A Community of Practice is a superior resulted by World Café ideas and can also be understood as an informal gathering of people who have common interests, especially a subject or theme, and whose main purpose is the practical application of learning</td>
<td>Promotion knowledge in the group, promoting responsibilities in the process.</td>
</tr>
<tr>
<td>Check Tasks</td>
<td>PDCA</td>
<td>PDCA as a management tool aiming used to promote continuous process improvement through a circuit of four actions: plan, do check and act.</td>
<td>Correctly act on process standard deviations, document and maintain the standardization established in the resource management and implementation plan.</td>
</tr>
</tbody>
</table>
4. Results

In this case study, we present solutions to design an interoperability solution that could be applied in healthcare systems, collected through an example in a universal health coverage, as a broad concept aiming to extend access to health care to major populations, that could be implemented in several ways but always with local governments following best practices. [27]

4.1. Implementing Interoperability Brazilian Case

Region of Vale do Paraíba with 10,775 inhabitants [25]. To offer healthcare for their population the town owns only one Joint Health Unit, four spread facilities that offer family health strategy, and a single facility for primary care. To register patient's data they only use paper and do not exchange information among themselves, also causing many duplicates records, and other unnecessary costs. As the final goal of this Action Research, we intend, in three months, to acquire all patients data in the city and using a single key of patient data inputted in a Web-Based platform, convert all paper medical records into electronic versions, generating a huge of savings resources, reducing uses of space and material, enabling to deliver better and faster service to city, healthcare professionals and patients, that will care their own data on their mobile phones and also communicate with local government. [27, 28, 29, 30]

4.2. Exchange Purposes and Benefits

Exchange purposes and best practices are suggested in Trusted Exchange Framework and Common Agreement (TEFCA) are detailed in figure 3 and will be present in a final framework that intends to be easily replicated. The project will also include how all details about infrastructure, policies, and technologies were acquired enabling the exchange of health information between units, cities, doctors, and patients, establishing interoperability and data compatibility between various systems, adopting standardized terminologies. [19]

Figure 3: Exchange Purposes at Trusted Exchange Framework and Common Agreement (TEFCA) [19]

The work expects to reach some benefits as listed below: [5, 6, 19, 24, 25, 27]

- Practical and traceable scheduling
- Reduced paper flow and faster service
- Confidentiality according to access profile
- An economy with printing and storage
- Mobility through Smartphone, web portal and records and can be viewed from
- Easy sharing between professionals, clinical staff with structured data and readability
- Easy learning system
- Individual longitudinal health data
- An individual’s complete health record on palm
• Access to provider-generated (e.g., medical visit records) and person-generated
• Data from medical devices, labs
• EHRs and quality reporting
• Specialty field-complete custom sign-ups and flags

4.3. Pilot prototype

After the pilot conclusion, the forecast is to implement the same project to exchange data between the neighboring cities Silveiras (5,792 habs), Areias (3,693 habs), São José do Barreiro (4,097 habs), and Cruzeiro (81,082 habs) totaling of population of 105, 449 as showed in figure 4 [25].

![Figure 4: Figure captions should always be positioned below the figures. [25]](image)

The implementation at Bananal town will generate a prototype, an important stage in any implementing of technology, easy to replicate in a scalable way to reach an interoperability system and a workbook using Multidisciplinary Design Optimization (MBO) as a KBE Methodology. [20, 21, 27] Sponsored by a consortium between local private initiative and the Brazilian Government the cities would receive the same model to be implemented to exchange patient data and the same standards to be replicated on a large scale for attending interoperability at most of the Brazilian municipalities. [27].

5. Conclusion

Health Sector has an important role in society that need to improve access to the population in an affordable way [1,3,4]. Since the patients are the core in health business, and the data patient-centric is a trend, there are many regards about this question and some countries are exploring ways of embedding into Electronic Patient Records metrics requirements like Patient-Reported Experience Measure (PREM) and the Patient-Reported Outcome Measure (PROM) aiming to generate more accurate indicators for health professionals, managers, society and also for patients. [17, 27, 29]

The reason for the Healthcare Sector is be depending on interoperability, also considered a complex and recurring issue, is that Health systems are fragmented and even so need to produce valuable outcomes, including social engagement and a better government–citizen relationship aiming to improve the quality of access, patient-care, and transparency. [23, 27] Healthcare systems need to be designed to require a lot of integration across different platforms and applications, artefacts and processes, sharing data in a way that can save lives, but the World Health Statistics series says that usually health systems are not developed from patient's perspectives and also are not prepared to deliver own health data. [3-8]
A new society demand is rising regulations worldwide to solve the Action Research was chosen to this work that used combined techniques for diagnostic tools, and several instruments to support tasks aiming to develop a pilot, as a small scale or preliminary study. [1-8] A Proof of Concept, or a pilot, was built to confirm the idea and evaluate feasibility using the KBE methodology, that showed as an assertive method for setting and addresses the steps for management implementation of this phase of implementation to connect healthcare facilities to exchange patient data in a little Brazilian town. [25, 27] The data were acquired through the combined use of tools like Kanban (resources), World Café (customer's voice) and Communities of Practice (stakeholders engagement) and PDCA to check and measure implement continuous improvement. [20, 21, 27]. As future work will be implemented a website as a portal for receive and exchange data at one Unified Medical Record Center offering high security according to permissions and rules of access and data protection. Both portal and APP visualization can be customized according to the availability of local resources using geolocation and also blockchain [27-30]. An APP will reunite records and keeps health information permanently updated in a single environment integrating health histories by the patient on palm [5].

The final purpose is to improve patient engagement in the rational and intelligent use of resources and also help patients to engage in their health trajectory and evaluating all city health services, collaborating to improve it. [27]. Also, in a long run, a new trend in Health Sector is to use the concept of Applied Intelligence Platform (AIP) to embark AI with data, analytics, and automation embracing functions, processes, and new technologies especially to solve the regards, demands, and principles of Society 5.0 [27-30]
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Abstract. Supply chains in the construction field are very different from other industries such as manufacturing. One of the peculiarities is the lack of collaboration between its members, which affects the performance of construction projects. This paper aims at identifying the organizational forms and relational practices established between companies working in the construction field. A systematic literature review was conducted to uncover the various elements and aspects of inter-firm relationships relevant to construction. It was observed that it is possible to distinguish between various types of relationships by outlining characteristics that describe them. Furthermore, lists of drivers, facilitators, barriers and outcomes were drawn from the review. The observations led to the creation of a conceptual framework bound to help construction companies establish partnerships.
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1. Introduction

Supply chains in the construction industry typically consist of many stakeholders i.e. clients, general contractors, subcontractors, designers, suppliers, service providers [1], [2]. This causes highly fragmented supply chains, which in turn increase the adversity between supply chain members [3]. Another particularity of such supply chains is that they are based on projects rather than processes [2], [4]. This temporary nature induces the continuous reconfiguration of the organization and the supply chain relationships for each project [2], [5]. This results in a short-term orientation of the different participants, which creates opportunistic behavior among them [2]. The temporality also leads to an abstention of project participants in sharing information [6]. In this context of project-based supply chains, a construction company can be placed at different levels from one project to another, e.g. being a focal point between the supply and demand sides in one project while playing the role of a supplier in a different project [7]. Furthermore, relationships in the construction supply chain tend to be merely transactional, affected by mistrust and conflicts. In such relationships, the focus is put on the tendering price as a selection criterion. It was also found that construction companies are not resilient to change due to project risks [2]. Traditionally, construction projects are run in a sequential process [2]. In most cases, the construction supply chain is convergent i.e. material flows join with each other at the construction site [5]. The lack of integration in the construction supply chain does not only lead to a limited efficiency but also affects relationships between its members [8]. The implementation of Supply Chain Management (SCM) principles in the construction field has brought some limited improvements [9]. One suggested idea to remedy the issues of fragmentation and adversity are better inter-firm relations through collaboration, partnering and alliances [3], [10]. However, collaboration and integration did not receive much attention in the construction industry [11]. To the best of our knowledge, no previous literature review has proposed an extensive study on the collaborative forms and practices in the construction industry. Therefore, this research aims to investigate how construction companies organize their inter-firm interactions and which elements define and affect
these relationships. To reach these objectives, a Systematic Literature Review (SLR) was conducted. In the SLR, keyword combinations were searched in specific fields. 101 articles were selected and analyzed thoroughly to identify forms and practices of inter-firm relationships as well as the elements surrounding them. Results indicated that partnering, alliancing and supply chain integration are the concepts typically considered for the building construction field. To overcome issues not addressed by the reviewed literature, a conceptual framework was developed. This framework is intended as a tool to help construction companies determine the type of relationship they could establish to ensure greater coordination and productivity. It also gives a first evaluation of the success of such relationship. This paper is structured as follows: the next section presents the research methodology and analytical results. The inter-firm forms or practices of organization retrieved from the literature review as well as the elements surrounding them are then addressed. Based on these thematic findings, a conceptual framework was developed and is explained in section 4 before this paper’s conclusion.

2. Research Methodology and Analytical Results

A systematic literature review was carried out between February and May 2019 based on the following research questions: Q1: What organizational forms were defined between companies working in the construction field? Q2: What are the drivers, facilitators, barriers and outcomes identified in such relationships? After a series of search trials, certain keywords were selected and 16 combinations were elaborated using a specific syntax (e.g. AND, OR). The review was conducted using the Engineering Village database (Compendex and Inspec). This database provided so-called controlled terms that helped to narrow down the search field, for example: (((organisation OR organization*) AND (form* OR type*)) OR (relation* OR strateg*)) AND (building* AND construction), with the controlled terms: construction industry AND project management AND organisational aspects. Then, the title, abstract, and keywords of the resulting articles were examined. Afterwards, a deeper analysis of the content was performed. It is noteworthy that for Q1, selected articles do not just mention the forms or practices behind inter-firm relationships but describe them in detail. Another selection criterion was that the forms or practices mentioned should be related to the building construction sector.

From the 101 papers selected for the review, 80 included forms or practices specified in Q1 while 65 contained elements to answer Q2. It seems that the interest in inter-firm relationships in the construction industry awoke in the late 90s, about at the same time as the Egan report [4] was published (1998). This report analyzed the shortcomings of the construction industry in the UK and suggested some improvements. The UK published most of the studies (16%) included in this review, followed by the USA and Sweden (11%), as well as China (9%).

3. Thematic Findings

Q1: What organizational forms were defined between companies working in the construction field?
One of the organizational solutions used to face challenges arising in the construction industry is alliancing between stakeholders of that field. This can be seen as two organizations tied together by common objectives and interests working to benefit each other and the end customer as well. Two types of alliancing are suggested: project alliancing and strategic alliancing. Whatever the type may be, the components of an alliance are classified into contractual components and relationship-based factors. They encompass the formal contract, a mechanism to share benefits and losses, trust, a long-term commitment, shared objectives, an agreement on standardized techniques, continuously improving the performance, communication, equity in sharing and a win-win behavior [12]. For their part, Gottlieb and Storgaard [13] described a continuum of contracting relationships where they place strategic alliances in the middle between two extremes: arm’s length transactions characterized by contract-related trust, absence of personal relations and low degree of integration; and in-house performing of activities that reflects a goodwill-based trust, cooperation and high level of integration and personal relations. This conceptualization presents strategic alliances as a hybrid governance structure located between these two types of organization. Therefore, two important aspects of strategic alliances are identified here: long-term formal commitment and vertical integration. Davis and Love [14] used the terms alliancing and partnering interchangeably. For them, alliancing and partnering prompt collaborations between members and enhance project performance. They considered alliancing as a contractual procurement agreement.
Likewise, in a context of partnering, researchers identified two types of partnering: project partnering and strategic partnering [15]. In the same perspective, Sundquist et al. [16] elaborated a framework to support the transition from a project-based partnering to a strategic one. They suggested that enterprises should invest more in long-term relationships and better exploit their partners’ networks. Ellison and Miller [17] believed that partnering goes through four levels: arm’s length relations; collaboration; integration; and synergistic strategic partnership. Anvuur and Kumaraswamy [18] saw partnering as a “transformative mechanism” that helps in creating cooperation in project situations that lack trust, thus changing a “workgroup into a high-performance team”. Other authors [19] referred to partnering and alliancing as a high degree of collaborative work, which designates the joint work of clients with contractors to achieve more benefits than would be achieved while operating individually. Ngowi [20] considered partnering as a form of alliancing where partners do not share equity and do not establish a control hierarchy, rather they form an informal relationship to foster open interaction and joint performance. According to the author, partnering is opposed to joint ventures in terms of equity and control.

Another form of organization in construction projects similar to partnering is the quasi-fixed network where the client integrates project participants on two levels: one level with strong formal commitment and another level with less dependency. To ensure the success of partnerships on the first level, shared workspaces are implemented to foster collaboration, information sharing and activity coordination [21]. Albino and Berardi [22] included a typology of supplier integration consisting of four types: incidental sourcing that focuses on pricing; sourcing that emphasizes the quality; integral sourcing based on collaboration; and sourcing based on integration that implies the participation of suppliers at early stages. The fourth type of supplier integration contributes to the creation of a “comakership” relationship that promotes trust and openness and where partners solve problems collectively while benefiting from the supplier’s experiences and knowledge in developing innovative solutions. Supply chain integration is viewed as a concept that improves the performance of the construction industry. From a client perspective, this integration is supported by the choice of a long-term relationship-oriented procurement strategy. From a supplier perspective, partners extend their collaboration beyond the project span and incorporate similar activities together. The researchers think that a change towards a connected supply chain with more aligned and centralized functions (as an extended enterprise) constitutes a high potential to deal with shortcomings of the construction industry [23]. In this context of supply chain integration, Dey et al. [3] proposed a framework to assign the appropriate form of relationship between the main contractor and members of the supply chain. Two dimensions were used to generate six forms of relationships. The first dimension, commitment to long-term relationship, refers to the frequency of repeated transactions with the same member. The second dimension, ways of working, consists of three classes: authority, where members of the supply chain are subordinates to the general contractor; collaboration, meaning joint efforts in planning and controlling; and arm’s length, where the main contractor delegates responsibilities to the other members. In a context of prefabricated construction supply chains, Xuejian and Shusheng [24] proposed a model based on a “supply-hub”, supported by Building Information Modeling (BIM) technologies. The supply-hub (third-party or contractor) is in charge of organizing and coordinating the information and logistics flows horizontally and vertically using a BIM-based information platform. Furthermore, the supply-hub promotes the collaboration between suppliers in different stages and helps in managing material changes triggered by on-site contractors.

Walker and Johannes [25] discussed another collaborative form: Joint Ventures (JVs). The authors considered an alliance model where types of relationships are described according to two scales: a scale for risk and a scale referring to human resources and cost. Mergers and acquisitions represent the highest risk. Joint Ventures are just one level below. They are new organizations resulting from the joint investment of so-called parent companies to achieve shared objectives. The challenge here is to set the right portion of dependency and contribution of each partner. A relatively riskier form is the Joint Venture with equity investment. Beneath the JVs are R&D relationships. Yu et al. [26] referred to Construction Joint Ventures (CJVs), where initially independent partners join their resources and skills to achieve a large scope of construction services (e.g. furnishing, procurement). Partners have responsibilities towards each other (JV contract) and towards the client (construction contract). This double contract regulation distinguishes CJVs from other joint ventures types. Lin and Ho [27] studied the governance structures of construction joint ventures. This collaboration form is very common in multinational or mega projects, where contractors share competences, funds and assets for the accomplishment of one project. The number of parties involved in joint ventures makes projects run by CJVs a managerial challenge. In this regard, researchers [26], [27] have identified organizational structures to govern these strategic relationships: Jointly Managed Joint Ventures (JMJs); Separately Managed Joint Ventures (SMJs).
A specific form of collaboration takes place during the design phase of a construction project. Participants establish a contractual relationship in the form of groups with different disciplines aiming at a common goal. Collaborative design can take many forms depending on the design stage: when defining the concept, the collaboration is seen as a Participatory Design (PD) where the focus is put on the involvement of the user in the process. The Integrative Design (ID), which is set during the development of technical aspects, has recourse to BIM tools. Finally, when designers work with contractors/builders in the implementation phase in order to optimize the construction costs, it is called Concurrent Engineering (CE). It is noticeable that PD and CE are more oriented towards an external integration whereas ID concerns the internal integration of the design unit [28].

Haugen et al. [29] provided an overview of organizational forms, known as project delivery methods, that serve to assign roles for each participant in a construction project. These forms are actually contractual arrangements that delimit responsibilities between the client, the contractor and/or other parties. In a Design-Build (DB) methodology, the contractor not only operates the construction but is also in charge of the design activity. This relationship is framed by one client-contractor contract. In a traditional case, a Design-Bid-Build (DBB) methodology is followed, which implies a separation between design and construction. This creates barriers in communication and knowledge exchange. The idea of distinction between design and construction is also found in the Construction Management (CM) method. In this case, the so-called construction manager ensures the effectiveness of the designers and the efficiency of project implementation by the contractor. The collaborative behavior encountered in the CM limits conflicts in a construction project. Contractors can also participate in the development phase. This is called Early Contractor Involvement (ECI), which is similar to the Dutch Building Team (BT) [30].

Some researchers [31] took an interest in assessing the impact of team integration on the project outcomes. They noticed that team integration is considered either as a form of Integrated Project Delivery (IPD) or managerial guidelines to enhance the delivery of projects. IPD is a project organization structure where only one arrangement contractually binds the project participants. Hence, communication is more direct, and the client fosters the creation of a team-oriented culture [32]. It was observed that the integrated project delivery is a more relational arrangement than DBB, DB or CM.

Another relational practice found in construction is the collaborative planning, which concerns the sharing of decision-making between project stakeholders. According to Daniel et al. [33], this joint planning involves all stakeholders in order to develop an ideal construction program. Moreover, collaborative planning practices entail regular meetings and joint project progress assessment. Participants of construction projects could collaborate in assessing and dealing with project risks, be it unpredictable or dynamic risks. This joint risk management requires a special team with certain attributes to be formed. Examples of such attributes are trust between partners and in collaborative efforts, clear communication, mutual understanding, etc. It is important to consider the dynamic aspect of these risks as they change through the project span, which triggers the necessity of flexible contract conditions [34].

Collaborative relationships can be restricted to just sharing resources. It is the case of contractors working in the same construction project but in different sections. This kind of collaboration is triggered by an urgent need of a contractor due to insufficient allocated equipment. This shortage is covered by extra materials coming from another contractor in return for a compensation. Such cooperative behavior is stimulated by a reward-penalty system set by the project owner [35]. Inter-organizational collaborations can grow to such an extent that some partners benefit other parties by a non-contractual action bearing the potential risk of a non-reciprocal profit or even negatively affecting their own interests. This concept is designated as contingent collaboration [36].

Q2: What are the drivers, facilitators, barriers and outcomes identified in such relationships?

In this section, the reasons that motivate companies to work together are highlighted. Moreover, elements that support the creation and enhancement of such inter-firm relationships (the facilitators) as well as their counterparts (the barriers) are presented. Possible outcomes of these relationships are also included.

As far as drivers are concerned, economic motivations were the most cited. These include: sharing risks and rewards between partners [14]; resource pooling [26]. Cognitive reasons were found to be the second mentioned drivers. This category encompassed: gaining access to innovation and technology [37]; and creating knowledge [25]. Social drivers came in third place. Companies are motivated to work together in order to solve conflicts and decrease the risk of an opportunistic behavior [38].

A large number of facilitators were identified in this review. They were classified into several categories. Behavioral facilitators came first as for the number of citations. (Mutual) trust was the most important one [8]. Less cited but still important is an equitable allocation of risks and rewards [8]. It was observed that the use of technology plays a considerable role in facilitating inter-organizational relationships. Such
technologies can be the BIM [11] or the information and communication technology [7]. Collaborative tools were the third most cited facilitators. These tools cover for example workshops and surveys [39]; and space proximity [28]. Elements referring to the relationship contract were also deemed to be facilitators. In this regard, the literature suggested for example clearly defined incentives [18]. The organizational category was the next on the list with facilitators like early involvement (of designer, subcontractors) [7]. Some facilitators are related to the partners like long-term orientation [37] and compatibility of partners [37]. Besides, effective communication can contribute to the development of inter-firm partnerships [7]. Other facilitators concern the resources as a supportive leadership [40]. Some facilitating elements relate to the processes of the companies as the use of indicators [28]. Like for the drivers, a social category is also noticeable for the facilitators. It includes: conflict resolution [15]; and team working [8]. Furthermore, elements reflecting the culture of the involved enterprises can be considered as facilitators: no-blame culture [8]; and cultural compatibility [37]. Another category of facilitators refers to activities that should be performed jointly by the partners as joint technical specifications [34]. A last category of facilitators concerns the environment of the involved companies. Here, it is found that a limited bid invitation could help the establishment of inter-firm partnering [34].

Barriers, seen as obstacles that discourage potential partners from establishing a relationship or hinder the development of such practice, are classed into four categories. Researchers mentioned mostly barriers belonging to the cultural category [15]. The list comprises e.g. traditional adversarial approach [7]; communication [28]; exploitation (i.e. opportunism) [14]; lack of trust development [14]; short-term orientation [7]; and cultural fit [39]. Organizational barriers [15] occupied the second place. Reviewed publications refer to: traditional procurement procedures [34]; disagreements over management and operational strategies [37]. Obstacles related to the construction industry and its practices were ranked third. Such barriers [15] can be: competitive tendering [16]; and public procurement law (e.g. stringent public regulations, and laws) [39]. The final category is resources (e.g. financial security) [39]. The last elements reported in this section are the outcomes. It seems that the economic outcomes are the most mentioned among authors. Reduced costs [35] have the greatest number of citations, followed by improvements in project performance [38]. Outcomes related to project schedules such as completion on time [27] were also high ranking. The social category is also present in the case of outcomes. Included elements are: stimulating collaborative relations, e.g. fostering and maintaining a collaborative spirit among project actors [14]; and conflict resolution [39]. The third category of outcomes is the cognitive one. It encompasses the following aspects: joint organizational learning [16]; and holistic creativity [28].

Table 1 sums up the forms/practices identified in Q1 alongside the top 3 (per category) of the elements found in Q2. The numbers represent the frequency of citation.

<table>
<thead>
<tr>
<th>Forms/practices found in Q1</th>
<th>Elements found in Q2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Partnering</td>
<td>Economic</td>
</tr>
<tr>
<td>Alliancing</td>
<td>Cognitive</td>
</tr>
<tr>
<td>Supply Chain Integration</td>
<td>Social</td>
</tr>
<tr>
<td>Project Delivery Methods</td>
<td>Behavioral</td>
</tr>
<tr>
<td>Joint Ventures</td>
<td>Use of technology</td>
</tr>
<tr>
<td>Integrated Project Delivery</td>
<td>Collaborative tools</td>
</tr>
<tr>
<td>Joint Risk Management</td>
<td>Cultural</td>
</tr>
<tr>
<td>Collaborative design</td>
<td>Organizational</td>
</tr>
<tr>
<td>Quasi-fixed network</td>
<td>Industrial</td>
</tr>
<tr>
<td>Equipment sharing</td>
<td>Economic</td>
</tr>
<tr>
<td>Collaborative planning</td>
<td>Social</td>
</tr>
<tr>
<td>Contingent collaboration</td>
<td>Cognitive</td>
</tr>
</tbody>
</table>

4. A Conceptual Framework

After analyzing the review results, two main observations were deduced. When examined separately, the forms presented in the answer to Q1 do not cover several characteristics of an inter-firm relationship. This led to the need to develop a comprehensive descriptive framework of interorganizational interactions. The
Comparison of the forms with each other revealed some features that exist in more than one form with different degrees while some others appeared to be more specific. As a result, all these characteristics could be employed to distinguish inter-firm relationships. It was also observed that none of the reviewed articles provided a mechanism that depicts the interaction between elements retrieved from the response to Q2 while linking those with the success of the relationship. Therefore, a conceptual framework comprised of two tools was elaborated. The first one serves to identify the relationship profile. It consists of defining the suitable organizational form based on 8 dimensions with two opposite attributes. The idea here is to place a cursor on the dimension scale according to the desired degree (cf. Figure 1). The second tool brings facilitators (Fs) and barriers (Bs) into play. Once the lists of such elements are drawn up, each facilitator is assigned to a barrier where F helps overcome the corresponding B (cf. Figure 2). Considering facilitators as plus points (+) and barriers as minus (-), three scenarios are possible: zero-sum, i.e. a neutral situation; positive sum means the relationship presents an opportunity; and negative sum indicates a risk when venturing in a partnership.

![Figure 1: Multidimensional profile of the relationship](image1)

![Figure 2: Success potential of the relationship](image2)

5. Conclusion

Considering the potential of inter-firm collaboration as a means to enhance the performance of the construction supply chain, a systematic literature review was carried out. The goal was to investigate existing forms and practices of inter-firm relationships and to identify elements surrounding them. The observations resulting from the review led to the elaboration of a conceptual framework. The multidimensional profile provides an extensive and detailed description of the relationship as well as a clearer distinction between the forms. Additionally, evaluating the success of the relationship based on facilitators and barriers gives potential partners a prognosis about possible future opportunities or risks. When it comes to the research on collaboration in the construction field, the literature tends to prioritize certain topics such as developing tools or methods to foster the collaborative design (e.g. BIM, user integration) or the concept of the IPD [28]. Therefore, more studies should be undertaken to cover other areas of the collaboration phenomenon in the construction context, in particular the supply chain aspects. There is also a need to develop quantitative models that assess the financial risks of the forms found in this
review. Since the lack of trust is a major issue in the construction industry, organizational behavior investigations in multi-actor construction projects should be carried out.
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Abstract. Smart mobility is one of the dimensions of Smart City implementation and affects other dimensions of the city, such as aspects of citizens' quality of life. The purpose of this paper is to investigate the use of data generated in the diagnostic workshops of the new public transport model of the city of São José dos Campos - SP, through the World Café method, as QFD Voice of the Customer (VOC) to obtain the characteristics quality of the municipality's mobility. We conducted a case study of the eight diagnostic workshops held for the new public transport model.
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1. Introduction

According to the United Nations, in 2018, it is estimated that 55.3% of the world's population lived in urban settlements. By 2030, urban areas are designed to house 60% of the world's population and one in three people will live in cities with at least half a million inhabitants. Understanding the key urbanization trends that are expected to develop in the coming years is crucial for the implementation of the 2030 Agenda for Sustainable Development, including the Sustainable Development Goal 11, to make cities and human settlements inclusive, safe, resilient and sustainable [1]. Although they represent only 2% of the world's surface area, urban areas consume more than 70% of the world's total resources [2]. Concern about “intelligence” in city management is particularly obvious in Latin America because it is one of the most urbanized regions in the world. By 2050, urbanization rates are expected to reach 90% in this region [3]. Smart Cities are defined by applying smart methods to build livable and sustainable cities [4]. In this context, smart urban mobility is a major topic because it integrates social capital, traditional transport, and modern information and communication technology (ICT) infrastructure to provide sustainable economic development and high quality of life [5]. The concept of smart mobility is based on reducing the inefficient use of private vehicles and increasing environmentally sustainable transport [6]. Advances have also transformed public participation in city planning and design, as citizens have greater access to information about what is happening in their communities and can play a more active role in urban management [7].

Federal Law no. 12,587 instituted the National Urban Mobility Policy (PNMU) in January 2012. The PNMU is based on principles such as the sustainable development of cities, equity in citizens’ access to public transportation and the use of public circulation space. The law states that social participation is indispensable throughout the process. In this scenario the process of elaboration of the new urban mobility model of São José dos Campos [8].

The aim of this paper is to investigate the results of the use of data generated in the diagnostic workshops of the new public transport model of the city of São José dos Campos - SP, through the World Café method, as Voice of the Customer (VOC) of the QFD method for obtaining the quality characteristics of the municipality's mobility, within the concept of Smart Cities.
Thus, while this work has social implications, demonstrating the feasibility of using the QFD method to improve the quality of public services, it also contributes to a better understanding of the particularities of employing the method in a new context: Smart Cities. Therefore, this study suggests the use of citizen-centered procedures, such as World Café and Quality Function Deployment (QFD) methods, in municipal management processes and Smart Cities projects, in search of innovation in existing management processes in the municipal governments, integrating and interacting the intellectual capital, local culture and existing new technologies, as well as those that will come into existence, providing the full development of a Smart City. The use of the QFD method is a means of ensuring that citizens' needs expressed in diagnostic workshops will be considered in the new mobility model of the municipality. This paper is divided into six sections. The introduction is the first section, which provides an overview of the article's theme. The second section reviews the literature on Smart Cities, Quality Function Deployment and the World Café method. The third section presents the methodological procedures. In the fourth section, the results are presented and discussed. The fifth section presents the final considerations of this paper. Finally, in the sixth section are the thanks.

2. Background

2.1. Smart Cities

The Smart City is a place that combines the real digital environment and community, has a high level of knowledge, belongs to a geographical area that shares knowledge; it relies on an information and communication technology (ICT) -based framework and optimizes knowledge management [9]. There are six dimensions in a smart city: economy, mobility, governance, environment, socializing and people [10]. Many challenges in the urban area put enormous pressure on the city and the transportation system. The urban logistics, in the context of a Smart City, is a very complex issue not only for its effects in the structure of the city but also as a main factor for the development of businesses in city area. To solve this problem, one solution is to change the way you organize a system that is dealing with mobility in the city. This new approach should start from the new Smart City concept and target all those coming from the Smart City goals. Mobility as a service is changing the way urban transportation is organized [11]. Mobility as a Service (MaaS) is a user-centric service that embraces advances in technology and ICT to offer customers multiple mobility solutions, conceptualizing travel differently. In this new context, people will have a wide list of options to choose from, based on public and private modes of transport, multiple needs and preferences, and a service that allows them to pursue more activities on the same schedule (multitasking) [12]. For a society that enjoys efficient urban mobility, it is necessary to create conditions that make it possible to move around, be it cars, people or cargo. In other words, urban mobility planning has an impact on urban cargo logistics and vice versa.

2.2. Quality Function Deployment (QFD)

Quality Function Deployment (QFD) is an input and output matrix-based system that enables you to transform customer desires into the design, process, and product requirements [13]. Although QFD is a recognized methodology for increasing customer satisfaction, the method has some limitations, such as difficulties in identifying needs, as “Voice of the Customer” may contain different ambiguities and meanings and not all have the same meaning, same perception of linguistic description. QFD can be combined with other methodologies and tools in a complementary way to gain flexibility [14]. The starting point for carrying out systematic deployments is the Voice of the Customer (needs and wants). Selecting QFD's assistive technique to obtain the most appropriate Voice of the Customer depends on the desired information and available budget. Qualitative techniques are most appropriate at this stage because they allow the generation of ideas and deepening from the product user [15].
2.3. World Café

The World Café method is conceptualized as a simple but powerful process of conversation to promote constructive dialogue, access to collective intelligence and create innovative possibilities for action, particularly in groups that are larger than those for which most traditional approaches to dialog is designed to accommodate [16].

The World Café format offers a way for the creative process to emerge and deepen participants’ responses, while a structured methodology for participant dialogue and conversation, which includes one important assumption: that participants already have the experiences and knowledge [17].

The methodology has seven fundamental principles, namely:
1. Set the context;
2. Create a welcoming space;
3. Explore significant issues;
4. Stimulate the contribution of all;
5. Promote cross-pollination and connect different points of view;
6. Listen together to discover deeper patterns, perceptions, and issues;
7. Collect and share collective discoveries.

The World Café methodology is very useful for generating creative ideas or for building consensus. However, concerning solving problems of a technical nature, they have been less successful and stress that implementing the World Café method results can be difficult [18].

3. Methodology

In this section, we will describe the methodological procedures that guided the development of this work. As for the approach, the present research is qualitative. As for nature, it is applied research, since it aims to generate knowledge for practical application, directed to the solution of specific problems [19].

The research can be classified according to its general objectives. In this regard, current research is exploratory. Exploratory research aims to provide greater familiarity with the problem in order to make it more explicit or to make hypotheses [20].

As for the technical procedures used, the research is classified as a case study, which consists of a deep and exhaustive study of one or a few objects, to allow their broad and detailed knowledge. The research can also be classified as technical procedures as a documentary because it is analyzed the reports of the diagnostic workshops to elaborate on the new model of public transportation of São José dos Campos.

It is presented in Figure 1 as the World Café method is used in a combined way to QFD method.

![Figure 1: World Café as Voice of the Customer in Quality Matrix. Source: Prepared by the authors.](image)

4. Results and Discussions

4.1. São José dos Campos

Located in Brazil, at a distance of about 100 km from the state capital of São Paulo, São José dos Campos is a medium-sized municipality with an estimated 702,866 inhabitants in 2019 and a total area of 1,099.41
km2 [20]. It is part of the metropolitan region of Vale do Paraíba and the North Coast. The municipality connects to the capital São Paulo by the highways BR 116 (Rodovia Presidente Dutra) and SP 070 (Ayrton Senna Highway / Governador Carvalho Pinto) and is also cut by SP 099 (Rodovia dos Tamoios), one of the main accesses to the North coast of São Paulo. It is also cut by a rail section, a variant of the former Central Railway of Brazil, which is currently operated for the transportation of cargo, under the concession system by the company MRS Logística [21].

4.2. Diagnostic Workshops of the New Public Transport Model

From May 3 to June 1, 2019, eight workshops were held open to the population, to listen to the population about how technological changes and the advent of transport by applications influence urban mobility and public transport systems and include it in the collective construction of the city's new public transport model. The methodology used in the workshops was the World Café [16]. Workshop responses are used in this paper as input data for the QFD application [21].

To allow the inclusion of greater diversity of segments of society, the São José dos Campos City Hall sent an invitation addressed to representatives of municipal, class, environmental, representative of organized civil society, universities, foundations and research institutes, supervisory and control bodies, transportation sector, large companies in the city and citizens in general interested in the subject, as well as a large publicity campaign in the municipal media [21].

In the first part of the event, there was a lecture by invited speakers with a presentation about the new concepts involving urban mobility, especially public transport, as well as the new technologies and operating models that are available. After the first lecture, the technicians from the Secretariat of Urban Mobility - SEMOB presented the data related to the city's Urban Mobility system, with emphasis on public transportation. The events took place in different regions of the city - south (two workshops), central (one workshop), east (one workshop), southeast (one workshop), north (two workshops) and west (one workshop) - presenting the same schedule on all four opportunities [21].

After the informative and didactic exhibitions, the workshop participants were invited to a café, part of the methodology adopted for the participatory dynamics, the “Café com Prosa”. Participatory dynamics occurred to obtain answers to two questions:

1) “What are the facilities and difficulties encountered by those using the public transport system operating in the city?”, The first question launched to be debated in two rounds of 10 (ten) minutes per table. The objective was to reach a consensus on three facilities and three most relevant difficulties raised in the discussion of each table.

2) “What would make public transport more attractive? What are the main features that the new transport system should have?”, was the second question worked out in two 10 (ten) minute discussion rounds by the groups, which consolidated the answers in features for the new system identified by a table.

At the end of the discussions, everyone was presented with the collection of the main topics raised by each group, consensus fruits, organized by thematic groups. In addition to the table discussions, a panel called the “Parking Lot of Ideas” was created, in which people were able to post comments, ideas, and suggestions that they considered relevant and that were not addressed in the dynamic. This panel was available at all four workshops throughout the event. At the end of the four workshops, these ideas were collected, photographed and incorporated into the final report [21].

After completion of the eight workshops, all the files were photographed and systematized. The result of this systematization was made available in a report that was made available to the population on a website created specifically for the process of building the new public transport model of the municipality [21].

4.3. Data processing and results

In this section, we present how the results obtained by the World Café application are used as input data for the QFD application, as in a way they represent what, in circumstances more linked to a consumer market, would represent the Voice of the Customer (VOC) [22].

The data obtained from the World Café conversations, available in the report of the participatory workshops of the new São José dos Campos public transport model, were analyzed by the authors, who grouped them by their affinities and then named each group with a title that represented that set. For the
present work, as an illustration, we present only the data resulting from the first question asked at the World Café workshops regarding the difficulties in using the public transportation system operating in the city. In total, twenty-three needs were identified, which would compose the table of demanded qualities of the quality matrix.

The importance of the items that make up the quality demanded (IDi) was obtained by the number of times the item was mentioned during the dynamics of the World Café, in order to establish a prioritization of the needs presented by the citizens. The degrees of importance attributed by customers to the quality demanded items should be transformed into percentage weights. This procedure ensures that each block will have its weight correctly assigned and must be calculated by dividing the value of the amounts of each item by the sum of the amounts of all items [22].

Table 1 shows the result of applying the World Café as a tool to assist QFD to obtain Customer Voice (VOC), the importance of quality demanded items (IDi), and the relative weight of each importance.

Table 1 lists the 23 difficulties that, according to participants in the participatory workshops of the new public transport model, make it difficult to use the public transit system operating in São José dos Campos. The difficulties were obtained by applying the World Café and affinity analysis of the answers to question 1: “What are the facilities and difficulties encountered by those using the public transit system operating in the city”?

**TABLE 1 - Calculation of the prioritization of demanded quality items (IDi).**

<table>
<thead>
<tr>
<th>Public transportation</th>
<th>Degree of Importance (IDi)</th>
<th>Relative Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bus capacity</strong></td>
<td>Bus overcrowding at peak times</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>Travel time</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>Few bus lines compared to passenger demand</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Routes</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Alternative transport</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Shared transport expansion</td>
<td>1</td>
</tr>
<tr>
<td><strong>Bus lines</strong></td>
<td>Ticket value</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Few single tickets reload points</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Payment options</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Alternative single ticket</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>School pass restrictions</td>
<td>2</td>
</tr>
<tr>
<td><strong>Transportation vouchers</strong></td>
<td>Punctuality</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Supervision and audit in companies</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Bus corridor surveillance</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Transportation quality (employee training)</td>
<td>4</td>
</tr>
<tr>
<td><strong>Quality</strong></td>
<td>Lack of integration of different modes</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>Bus lanes</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Accessibility</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>App</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Street maintenance</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Bike paths linking downtown neighborhood</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Bus comfort</td>
<td>4</td>
</tr>
<tr>
<td><strong>Infrastructure</strong></td>
<td>Bus Stop Infrastructure</td>
<td>10</td>
</tr>
</tbody>
</table>

The importance of the demanded quality items (IDi) demonstrates that the greatest difficulty of travel, in the opinion of the participants, is “There are a lack of education and awareness campaigns regarding
mobility in the city”, with IDi = 12.78, followed by “Overcrowding in the buses at peak times”, with IDi = 9.02, “Peak hour vehicle congestion”, with IDi = 7.00, “Missing connection between existing bike paths”, with IDi = 7.00 and “Little amount in terms of passenger demand on available lines”, with IDi = 7.00.

Then, the quality characteristics were established through the unfolding of each of the difficulties mentioned in the workshops. The quality characteristics, presented in Table 2, are measurable aspects that evaluate the quality of the product or service. The quality relationship stage demanded with the quality characteristics complements the completion of the typical QFD Quality Matrix. The intensity of the relationship between the demanded quality items and the quality characteristics (DQij) was made using the scale from 1 to 9 (1 - weak; 3 - average; 9 - strong).

If most matrix relationships are weak, then the matrix should be reviewed, as the quality characteristics are not adequately translating to the quality demanded by customers. And if there are any items of quality demanded that do not relate to any item of quality characteristics, special attention should be given to identifying other quality characteristics that relate to them [22].

Note that the relationship between quality demanded and quality characteristics are good, as detailed in Figure 2. Most research relationships are correlated, with 134 strong correlations, 53 medium correlations, and 10 weak correlations.

From the definition of the relationship between the demanded quality items and the quality characteristics, the importance of each quality characteristic (IQj) was determined, considering, in addition to these relationships, the relative importance of the demanded qualities (IDi). The importance of each quality characteristic (IQj) allows us to identify which characteristics if developed, will have the greatest impact on customer satisfaction. Equation 1 was used to calculate (IQj):

$$IQj = \sum_{i=1}^{n} \frac{IDi \cdot DQij}{100}$$ (1)

Table 2 details the quality characteristics raised for the São José dos Campos Mobility Plan and their respective IQj importance. The table was organized in decreasing order, highlighting the most important characteristics.

<table>
<thead>
<tr>
<th>Quality Characteristics</th>
<th>IQj</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complaints Rate (Total Complaints / Total Passengers Transported)</td>
<td>18.21</td>
</tr>
<tr>
<td>Average travel time of users (number of passengers carried / travel time of each line)</td>
<td>17.79</td>
</tr>
<tr>
<td>The ratio of total passengers carried by some lines available</td>
<td>17.27</td>
</tr>
<tr>
<td>Number of connection points between different modes</td>
<td>17.13</td>
</tr>
<tr>
<td>Percentage of exclusive bus lanes by total lanes available</td>
<td>15.21</td>
</tr>
<tr>
<td>Ticket Value</td>
<td>14.60</td>
</tr>
<tr>
<td>Total number of buses running at peak times</td>
<td>11.47</td>
</tr>
<tr>
<td>Number of payment options</td>
<td>10.56</td>
</tr>
<tr>
<td>Number of transport voucher recharge points</td>
<td>8.90</td>
</tr>
</tbody>
</table>

Table 2, which details the importance of the characteristics of the quality demanded (IQj), shows that the “Complaints Rate (Total Complaints / Total Passengers Transported)”, with IQj = 18.21, followed by “Average travel time of users (number of passengers carried / travel time of each line)”, with IQj = 17.79, “Ratio of total passengers carried by number of lines available”, with IQj = 17.27, are the most important quality characteristics.

The importance of each quality characteristic (IQj) allows us to identify which characteristics if developed, will have the greatest impact on customer satisfaction. That is if these characteristics are prioritized in the implementation of the new model of public transportation of the municipality will bring greater results to the demands of residents raised in the diagnostic workshops using the methodology of World Café.

Figure 2 shows the QFD Quality Matrix for the case in question.
5. Conclusion

From the results obtained, it can be concluded that the combined use of the World Café and QFD methods proved to be effective for generating and prioritizing project client needs. It is clear that the QFD allows the solution of a limitation of the World Café method, which is the implementation of the results found. The World Café method, on the other hand, assists QFD in the difficulty of identifying needs, since the "Voice of the Client" may contain different ambiguities and meanings and not everyone has the same perception of linguistic description.

The application of QFD resulted in the prioritization of the 23 quality demands generated in the diagnostic workshops and 9 quality characteristics to evaluate the current public transport model of the municipality. These are measurable indicators that have a direct correlation with the needs reported by workshop participants.

The correlation analysis of the QFD method allowed the authors to analyze which needs raising by the residents in the workshops have the highest correlation with the unfolded characteristics. It also made it possible to verify which ones have a weak or nonexistent correlation. The need "School pass restrictions" should be analyzed with greater criteria by managers, as it presented the lowest correlation index.

By calculating the prioritization of quality characteristics (IQj), it is concluded that municipal managers should use mobility strategies that prioritize: "Complaint rate", "Average travel time of users" and "Ratio of total passengers carried by a number of lines available". It will be these indicators that, if developed by the municipal management, will provide greater satisfaction to users of municipal mobility.

The use of World Café combined with the QFD method, which seeks to listen to customer needs, enhances the view that Mobility as a Service - MaaS provides mobility solutions that reflect user needs. This conclusion reinforces that the method enables the citizen to be nailed within the context of Smart Cities.

As it was not found in the literature application of the World Café method integrated with QFD in a Mobility as a Service - MaaS context for Smart City applications, it can be concluded that the present study showed an innovation. Besides, the study shows a major contribution of World Café and QFD
methods to the development of Smart Cities, as well as contributing to the strategic planning of the new mobility model of São José dos Campos-SP.

6. Acknowledgment

The authors would like to thank the Secretariat of Urban Mobility of São José dos Campos – SEMOB, São José dos Campos City Council for Urban Mobility - COMOB and SENAC São José dos Campos.

7. References

Indoor Positioning based Data Management System for Smart Factory

Park Jin Sung¹, Lee Sung Jin¹, Jesus Jimenez², Kim Jun Woo¹

¹ Dong-A University, Busan, South Korea
² Texas State University, San Marcos, United States
{jinsung0958@gmail.com, kairence@naver.com, Jesus.Jimenez@txstate.edu, kjunwoo@dau.ac.kr}

Abstract. The ultimate goal of smart factory is to utilize manufacturing resources more effectively by analyzing data collected from shop floor. However, many manufacturing companies still have significant trouble in collecting data relevant for operations management. Especially, movement of mobile resources such as human operators and material handling equipment have been not appropriately recorded within conventional ICT infrastructures. In this context, this paper aims to develop a novel data management system for collecting and managing the mobile resource movement data by applying modern indoor positioning technology.
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1. Introduction

With the advent of the Industry 4.0 era, much attention is being paid to smart factory, which is obtained by integrating traditional manufacturing facilities with modern information and communication technology (ICT) infrastructures [1][2][3]. The ultimate goal of smart factory is to utilize manufacturing resources more effectively, and this can be achieved by using ICT capabilities for data collection and analysis [4]. For example, wireless sensor networks and internet of things (IoT) can be used for real-time data gathering [3][5], however, many manufacturing companies still have significant trouble in utilizing the raw data provided by such technologies. What is important is that many modern ICT infrastructures for real-time data gathering generate too much data that is not suitable for practical use. In this context, ICT infrastructures should be integrated with appropriate user interfaces and data processing capabilities.

This paper focuses on indoor positioning technology, which can be used to track the positions of mobile resources such as human operators and material handling equipments [6]. Inherently, indoor positioning equipment generates number streams of 3 dimensional coordinates of the tracked tags, which can be used to visualize the positions of human operators or objects in real-time. However, it is difficult for the managers of manufacturing companies to interpret and utilize the raw data. To overcome this limitation, this paper aims to propose an indoor positioning based data management system (IP-DMS) that enables the users to extract meaningful data from the raw data collected by indoor positioning equipment. To this end the indoor positioning equipment of IP-DMS is integrated with a user application which enables the users to define event to track and collect the event-related data, in more structured form than the raw data. Therefore, it is expected that the indoor positioning equipment can be utilized more effectively for operations management in manufacturing environment. The remainder of this paper is organized as follows. Section 2 provides a brief literature review on indoor positioning technologies and Section 3 outlines the overall concepts and structures of IP-DMS. Section 4 illustrates the prototype of IP-DMS, and Section 5 concludes this paper and suggests some future research topics.
2. Indoor Positioning Technology for Tracking Mobile Resources

In recent, many manufacturing companies utilize POP (point of production) systems to track the position of materials. Typically, POP systems identify the position of material by applying tag and reader based technologies, such as barcode and RFID (radio frequency identification) [7]. In order to recognize the position of material, the tag attached to the material must be detected by the reader. Moreover, the information about the position of materials can be used to monitor and control manufacturing processes. Similarly, the information about the position of mobile resources such as human operators can be useful for operations management in shopfloor, however, this was not appropriately considered in existing information systems.

What is important is that tag and reader based technologies are not suitable for tracking mobile resources. First, they can identify the position of physical objects only at discrete times. In other words, it is difficult to continuously track the position of mobile resources by using barcode or RFID. Second, recognition procedure can cause significant inconveniences of the human operator, since it requires additional motions that do not contribute to perform manufacturing processes. In this context, this paper aims to apply indoor positioning technology to develop IP-DMS.

The objective of indoor positioning is to locate the position of a physical object inside buildings by applying wireless communication technology. Indoor positioning technologies can be categorized into 2 main types, active and passive. In active technologies, the position of target object is determined by using electronic devices that can recognize the signals generated from the object. In contrast, target object in passive technologies must be equipped with capabilities for determining its own location. Examples of active indoor positioning technology include Active Badge [8] and Active Bat [9] of AT&T that utilize ultrasonic waves, RADAR [10] of MicroSoft that utilizes propagation delay of radio signals, and PAL (Precision Asset Location) system of Multispectral Solutions, Inc., which is based on ultra wide-band (UWB) communications [11][12], etc. On the contrary, Cricket Location System [13] of MIT is an example of passive indoor positioning technology.

UWB communication is a kind of wireless communication technology, which uses a bandwidth of higher than 500Mhz or has non-bandwidth (bandwidth corresponding to the center frequency) of more than 20%[14]. Wider bandwidth can increase the resolution of indoor positioning and makes it possible to recognize multipath signals. Moreover, UWB technology can be used for precise indoor positioning, since it is less affected by channel fading. IEEE 802.15.4a is a technological standard for UWB communication, and its main objective is to overcome the problems related with accuracy of distance measurement, stability of communication range, recognition of multipath effect, interference with other wireless communications, and mobility, etc [15][16]. According to the technological standards for UWB communication established by Task Group 4h, there are 2 physical layers (PHYs), Chirp Spread Spectrum UWB (CSS-UWB) and Impulse Radio UWB (IR-UWB) [16][17]. Among them, IR-UWB, which emits signals at -41dBm/MHz in 3-10 GHz bandwidth, is more suitable for low powered wideband communications [18]. In this paper, we use UWB based indoor positioning devices to develop IP-DMS.

3. Indoor Positioning based Data Management System
Figure 1 shows the overall structures of IP-DMS proposed in this paper. Firstly, anchor, tag and listener in Figure 1 are physical devices used to recognize and collect raw real-time position data. In IP-DMS environment, human operators or physical objects that need to be tracked are provided with tags, small objects for identification. Anchor is an electronic device used to recognize the positions of tags in real-time. That is, the anchors can locate the 3 dimensional coordinate values of tracking objects, human operators or physical object, during tracking phase. In order to obtain precise position data, we deploy 4 anchors and the area created by them is called tracking area in this paper. In other words, the anchors are used to collect the position data for tags inside the tracking area in real-time. Moreover, the position data of tag is transferred to the anchors via UWB communication. The anchors transfer the recognized position data to the listener connected to server computer as shown in the lower part of Figure 1, where listener is also an electronic device used for communication between anchors and server computer. After the listener processes the input signal from anchors and transfers the position data to server computer, the raw data can be used for visualization or data accumulation. In addition, the user application and DB are used for visualization and data accumulation, respectively. Figure 2 illustrates the example of indoor positioning devices manufactured by DecaWave company, and they are used to develop IP-DMS in this paper. Note that these devices can communicate with each other via UWB communication and they can be used to implement active type indoor positioning. We can see 12 devices in Figure 2 and all of them can be used as tag, anchor and listener. For example, in order to track a single human operator, at least 6 devices including 1 tag, 4 anchors and 1 listener are required.
Figure 2: Example of indoor positioning devices

Figure 3 depicts the entire workflow of IP-DMS proposed in this paper. The first 3 steps, including installation and setting, tag and anchor registration, and tracking area detection, are required for initial configuration of the system. When these steps are completed, the position data of tags are transferred to the server computer and it can be visualized in user application.

In order to collect structured data via indoor positioning devices, user has to define the events to track. An event to track is a pre-defined movement of the tracking object, human operator or physical objects in manufacturing facility. For example, entrance into a zone, exit from a zone and stay in a zone can be defined as event to tracks. The information on the events to track are stored in DB, and event-related data can be collected after those events are registered to the system. The event-related data is data in structured form, which is extracted from raw real-time position data by using user application. In more detail, user application collects event-related data whenever an individual event to track occurs. For example, the user application can be used to collect simple statistics such as time stamp, frequencies and durations for the registered events to track. Moreover, the occurrence records of events to track can be used to generate event log data. Furthermore, the user application of IP-DMS provides functionalities for reporting and analysis of event-related data and log data, which enables the users to make operational decisions in an effective manner.

Figure 3: Workflow of IP-DMS
The details of event to track can be found in Figure 4. As explained earlier, tracking area is a physical area created by 4 anchors, and it is visualized in the user application after initial system configuration. Moreover, a tracking object is displayed as a point or simple icon, and its movement can be monitored in the tracking area of the user application in real-time.

![Diagram of Tracking Area and Inspection Zone](image)

Figure 4: Event-based data processing and collection

In order to collect structured data, user has to define appropriate events to track by using the user application, and an event to track in this paper is based on the concept of inspection zone. As shown in Figure 4, an inspection zone is a user-defined sub area within the tracking area. Moreover, each event to track has to be associated with an inspection zone, which means that inspection zone should be created before defining event to track. Therefore, inspection zone should be a meaningful sub area within tracking area. For example, working area for a specific operation or storage area for materials can be defined as inspection zone. For an individual inspection zone, movements such as entrance, exit and stay can be defined as event to track. Similarly, users can choose relevant event-related data such as time stamp, frequency and duration for each event to track. Note that the event to track and types of event-related data for an inspection zone can be defined by user flexibly.

During tacking phase, the movement of tracking object is displayed within the user application in real-time. Moreover, the user application continuously determines if any registered event to track occurs. Whenever an event occurs, one instance of event-related data is created and stored in DB. The event-related data can be used not only to extract simple statistics such as frequency and average duration, but also to create event log data for advanced use.

4. Prototype Implementation

Figure 5 depicts the design of user application for IP-DMS, developed in C# language. We can see the virtual tracking area under Tacking Area tab of main pane, where green circle and incarnadine rectangle indicate tracking object and inspection zone, respectively. After the indoor positioning equipment is set up, user can initiate the tracking task of user application by clicking the start button under the menu. Then, the
tracking object automatically appears if the associated mobile resource is inside the real tracking area. On the contrary, inspection zone should be created by user. To this end, user has to click the inspection zone button in the right side and draw a rectangle within the virtual tracking area in a click and drag manner. Moreover, user can move a created inspection zone from its original place to another by dragging it. The icon in the upper left side of the inspection zone indicate that this inspection zone is associated with a stay type simple event. Moreover, user can create such events by clicking a button for appropriate type of event in the right side and choosing an inspection zone which the event will be assigned to. Note that events and inspection zones must be created before initiating the tracking task.

![Virtual tracking area of user application](image)

Figure 5: Virtual tracking area of user application

In this paper, we apply the prototype of IP-DMS to measure processing time of a simple manual task. It is well-known that processing time of a task or a process is an important input parameter for performance evaluation or further analysis. Especially, variation of processing times can significantly affect the performance measure of manufacturing systems. Nevertheless, processing times are often assumed to be constant in many shop floors. Similarly, the standard processing time of the manual task was known to be 210 seconds. The manual task is performed at a workbench by a single human operator, and raw materials for this task is stored at storage box apart from the workbench. Hence, the human operator has to bring the materials to the workbench before performing the task. The human operator stays in front of workbench during he performs the task. When the task is finished, the human operator leaves from workbench to transport the processed materials to another place.

In order to measure processing time of aforementioned task, we installed 4 anchors around the workbench and chose the working place as inspection zone by using user application. After the components of IP-DMS are configured, we observed the human operator’s stay time for the inspection zone. In other words, we assumed that processing time is equivalent to the stay time for the workbench. Hence, the human operator was provided with a tag, and we tracked the position of the operator during he performs the manual task 10 times. Especially, this paper focuses on the human operator’s stay time for the inspection zone and Table 1 summarizes the observation result. We can see that the processing time has a certain degree of variation in that standard deviation is 17.13, though its average, 222.53, is similar with the standard processing time, 210. This means that assumption of constant processing time is not appropriate for this manual task. Furthermore, such observation data can be used to determine the type of statistical distribution that the processing time follows. The descriptive statistics and statistical distribution can be used as input for further analysis such as performance evaluation. Consequently, the proposed system will contribute to perform a wide range of analysis for operations management in more effective manner.
Table 1. Observed processing times

<table>
<thead>
<tr>
<th>Repetition</th>
<th>Stay Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>242.5350</td>
</tr>
<tr>
<td>2</td>
<td>233.5331</td>
</tr>
<tr>
<td>3</td>
<td>213.5088</td>
</tr>
<tr>
<td>4</td>
<td>198.5256</td>
</tr>
<tr>
<td>5</td>
<td>215.9537</td>
</tr>
<tr>
<td>6</td>
<td>237.5412</td>
</tr>
<tr>
<td>7</td>
<td>231.3251</td>
</tr>
<tr>
<td>8</td>
<td>243.1452</td>
</tr>
<tr>
<td>9</td>
<td>209.4711</td>
</tr>
<tr>
<td>10</td>
<td>199.7230</td>
</tr>
<tr>
<td>Average</td>
<td>222.53</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>17.13</td>
</tr>
<tr>
<td>Max</td>
<td>243.15</td>
</tr>
<tr>
<td>Min</td>
<td>198.53</td>
</tr>
</tbody>
</table>

5. Conclusions and Future Research Topics

Recently, we can collect a wide range of digital data by applying modern ICT technologies, and indoor positioning is one of them. However, such technologies often generate a huge amount of raw data continuously, and it is difficult for the practitioners to interpret and utilize it effectively. In this context, the modern ICT technologies for digital data collection should be integrated with appropriate capabilities for data manipulation and processing. Especially, this paper proposes an indoor positioning based application, IP-DMS, which supports to collect structured data flexibly. Consequently, it is expected that the proposed system will help the managers in manufacturing companies to make decisions on operational management in more effective manner.

Nevertheless, development of IP-DMS is currently in conceptual design phase, and the details of IP-DMS should be further refined in future. Firstly, intuitive user interfaces for defining inspection zone, event to track and event-related data are required for practical use. Secondly, data models for IP-DMS should be carefully designed so that various entities and data can be utilized effectively. Especially, IP-DMS should provide various types of event to track and event-related data that can be applied to a wide range of manufacturing companies. Moreover, this paper considers only simple event, which contains only one event to track. On the contrary, tracking complex event, a series of two or more events to track, can be more useful in many practical manufacturing environments. Thus, we plan to further refine and extend the concepts of event to track and event-related data in future. Finally, the reporting and analysis functionalities of IP-DMS also should be better organized. Currently, only simple descriptive statistics are considered in prototype of IP-DMS, however, it is expected that more systematic data can be collected if the concepts of event to track are extended appropriately. For example, let’s assume that an inspection condition is given to an event to track, such as “duration time is longer than 30 seconds” for stay event. Then, the user application collect data for this stay event if and only if the condition is met. Analysis for log data created by the user application is another valuable research topic in that it can be utilized to extract frequent sequence of events or diagnose the desirability of operations of manufacturing resources. The analysis techniques for log data such as sequence mining and process mining can be promising approaches for handling the log data in IP-DMS. The authors will apply the prototype of IP-DMS to real manufacturing environments and continue to enhance the concepts and functionalities of IP-DMS.
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Abstract. The growing demand for food has led agribusiness to become one of the main focuses of the economy. In Brazil, this market has a great impact due to the fact that the country is one of the largest producers of food and agricultural products. Moreover, the country is the largest producer and exporter of coffee worldwide. With this scenario in mind, this study aims to determine which decision factors influence the quality and production of Brazilian coffee. To this end, a Multicriteria Decision-Making was conducted using the Analytical Hierarchy Process. This method adopts participatory comparisons of several criteria based in a priority scale establish considering data analysis and expert judgments. As the result of this work, it can be emphasized that the most prominent criterion was marketing and the best alternative of the Brazilian Coffee is selling to premium market (organic/gourmet).
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1. Introduction

The increase in global demand for food transforms the agribusiness in one of the main sectors of the economy. In Brazil, for instance, agribusiness responds for 21.1% of total GDP [1, 2] and the country has expressive global participation in the production of food and agricultural products [3]. Moreover, Brazil is one of the largest exporters of products such as grains, cereals, fruits and so on and is the largest producer and exporter of coffee worldwide [4, 5]. Only coffee production reached 82,355 thousand bags (60 Kg) in 2018 [6].

The supply chains of products marketed were abundantly explored and studied by entities which mediate these businesses, presenting several models about their use. On the other hand, the producers of these negotiated goods did not take part in those studies and their production chain is still little explored [7].

Based on the lack of studies on the subject, the development of research to highlight the processes and analyze, within the producers, how the coffee production chain behaves in the national and international market in relation to marketing, is of great interest.

There is information associated with the production and logistics of coffee grain, but they are generic. A study related to the largest producing state in Brazil, Minas Gerais, is relevant and the participation of specialists in this geographic region makes the results as close as possible to reality.

The results of Brazilian agribusiness are related to abundant rainfall, which offers an ideal environment for the cultivation of many products. However, many of these food supply chains suffer from infrastructure problems, low added value and absence of agroindustries. Sometimes agribusiness can suffer from the lack
of government incentives or too much help from it, what, on the other hand, do not encourage sustainable activity practices and only collaborate with fostering to remedy any problems [8].

Brazilian coffee is a typical case since it is exported as green coffee, which has low added value [9, 10]. Furthermore, some obstacles are interposed along with the processes involving the production and sale of it. These are factors that directly or indirectly interfere in the way the grain will be produced or in the way it will be marketed. However, there are some factors that favor the form of production or means of commercialization.

In an attempt to draw a scenario with the obstacles and opportunities which are part of this environment, research was undertaken in order to point to this situation. To do so, the present study aims to determine which decision factors influence the quality and production of Brazilian coffee in a specific region, the state of Minas Gerais.

To outline the profile of the obstacles faced, a multicriteria analysis was used as methodology, making paritarian comparisons and establishing a priority scale. This method is based on data analysis and expert judgments on the subject, making it possible to make decisions when there are several criteria involved. This work is divided into sections. Shortly after this introduction is presented the section about material and methods, which is subdivided into site characterization and data collection, using the multicriteria decision method of the Analytic Hierarchy Process (AHP), problem definition and decision tree. Then it presents results and discussion and is finished with conclusions and outlooks.

2. Materials and Methods

2.1. Analytic Hierarchy Process (AHP)

Analytic Hierarchy Process (AHP) is a method developed by Thomas L. Saaty in the 1970’s to deal with multicriterial analysis. It conducts comparisons and establishes weights based on a priority scale. The comparisons are made through judgments of specialists on the topic [11]. It allows decision making when there are several criteria involved. Reis et al (2016) [12] suggest that AHP can be used to solve problems associated with logistics and strategies. In order to use the AHP method, it is necessary to divide a problem in different parts [13]:

- (1) the problem is defined and what competencies would be necessary to elucidate it are established;
- (2) the decision tree is constructed considering the objective to be achieved and the valuation criteria are constructed hierarchically;
- (3) a matrix is constructed for pairison comparison, in which the upper level should be analyzed with their respective lower levels;
- (4) the priority scale of the comparisons is used to indicate the weights and priorities of the immediate lower level.

The specialists who participate in the study with the AHP methodology assign weights to each criterion established by the available bibliography. Such specialists are people directly involved in the production processes and by acquired experiences are able to assign a greater or lesser weight to the criteria that will be presented in the study.

2.2. Problem definition and Decision Tree

In this article, the purpose of using the AHP method is to determine which decision factors influence the decisions in coffee supply chains. Based on literature and interviews, Table 1, we established the criteria which affect the decision-making process: Marketing (M) - negotiation, price and reliability; Logistics/Distribution (L/D) - storage, transportation and handling; Rural Production (RP) - cost of inputs, climate, soil quality and mechanization; Type (T) - standard, organic, specialty and premium.
Table 1: Description of the literature used to assist in the assignment of criteria weights in parity comparisons

<table>
<thead>
<tr>
<th>Source</th>
<th>Marketing</th>
<th>Logistics / Distribution</th>
<th>Rural Production</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caldeira et al (2017)</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>CECAFE (2019)</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>CEPEA-ESALQ/USP (2019)</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>CONAB (2019)</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Correa and Ramos (2010)</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Da Cruz Correia (2019)</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>FAO (2019)</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Gelaw et al (2016)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IBGE (2016)</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>ICO (2019)</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Läderach et al (2011)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Levy et al (2016)</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Machado Filho et al. (2019)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAPA (2019)</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Minter et al (2018)</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Patino et al (2013)</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Producers</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Santos et al (2019)</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Weber (2011)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WIPO (2017)</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

After the problem was defined, a decision tree was built, Figure 1. The decision tree presents the objective, criteria and subcriteria and indicates the alternatives. The variables of the decision model were established, and the Expert Choice software was used to analyze the data.

2.3. Place of Research, Judgments and Calculations

The study was conducted considering the coffee supply chains of Minas Gerais, a major Brazilian production state which accounts for about 82% of the exported volume of the country [14]. To establish the weights was considered the literature and information from representatives of two exporter companies and one big farmer. Those are people directly linked to grain production and their opinion reinforces the information found in the literature. Furthermore, the material provided by the International Coffee Organization-ICO (2019) [6], Council of exporters of coffee of Brazil – CECAFE (2019) [5], Brazilian Institute of Geography and Statistics-IBGE (2019) [2]and Ministry of Agriculture, Livestock and Supply-MAPA (2019) [4] were used. The AHP was calculated using the Expert Choice software v.11®.
3. Results and Discussion

3.1. Overall Result

In order to answer to the objective of this work, Table 2 summarizes the main results obtained using the AHP method.
### 3.2 Criteria, Subcriteria and alternatives

Regarding the whole results of the AHP approach, Table 2 presents the values of the comparisons of each criterion, subcriteria and alternatives and the results.

#### Table 2: Main results versus criteria and alternatives with respective weight

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Weight</th>
<th>Alternative</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marketing</td>
<td>0.403</td>
<td>Future Market</td>
<td>0.171</td>
</tr>
<tr>
<td>Logistics / Distribution</td>
<td>0.235</td>
<td>Long Term Storage</td>
<td>0.201</td>
</tr>
<tr>
<td>Rural Production</td>
<td>0.201</td>
<td>Spot Market</td>
<td>0.144</td>
</tr>
<tr>
<td>Type</td>
<td>0.161</td>
<td>Roast / Industrialization</td>
<td>0.189</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Premium Market (organic/gourmet)</td>
<td>0.294</td>
</tr>
</tbody>
</table>

The criterion with the highest weight in the decision model was Marketing (0.403), followed by Logistics/Distribution (0.235), Rural Production (0.201) and Type (0.161). Given that, the results show that the best option for producers is to sell coffee in the Premium Market (Organic/Gourmet) (0.294).

The premium market is based on product quality and plantation location. Such factors directly interfere with the marketing work carried out, which labels the product as something different and with a superior quality among the various options available in the market [15]. The quality certifications are offered in a limited way, giving the coffee an even higher status, not counting the predicates that make it a premium coffee [16]. This type of premium / organic niche is taking a bigger share of the market as consumers become more demanding [17].

#### Table 3: Criteria, subcriteria and alternatives weights

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Subcriteria</th>
<th>Alternatives</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Future Market</td>
</tr>
<tr>
<td>Marketing (0.403)</td>
<td>Negotiation (0.540)</td>
<td>0.070</td>
</tr>
<tr>
<td></td>
<td>Price (0.163)</td>
<td>0.083</td>
</tr>
<tr>
<td></td>
<td>Reliability (0.297)</td>
<td>0.118</td>
</tr>
<tr>
<td>Logistics / Distribution (0.235)</td>
<td>Storage (0.333)</td>
<td>0.262</td>
</tr>
<tr>
<td></td>
<td>Transportatio n (0.140)</td>
<td>0.167</td>
</tr>
<tr>
<td></td>
<td>Handling (0.528)</td>
<td>0.143</td>
</tr>
<tr>
<td>Rural Production (0.201)</td>
<td>Cost of Inputs (0.215)</td>
<td>0.127</td>
</tr>
<tr>
<td></td>
<td>Climate (0.490)</td>
<td>0.167</td>
</tr>
<tr>
<td></td>
<td>Soil Quality (0.106)</td>
<td>0.167</td>
</tr>
<tr>
<td></td>
<td>Mechanization (0.189)</td>
<td>0.231</td>
</tr>
</tbody>
</table>
3.2.1 Marketing

Marketing (0.403) was the criterion which most stood out in the decision-making model. Hence, it is possible to infer that coffee is a commodity that suffers the influence of subcriteria such as negotiation, price and reliability. Marketing revolves around the way coffee production is seen by its potential buyers and how this impression impacts consumers [18].

A classic case that can be used as an example refers to Colombian coffee. The Government of that country makes a strong campaign in order to establish a brand of its coffee worldwide. The quality of the grain is really very good since the country is favored by climate and relief. But the divulgation of the production process leads its buyers to believe that the fact of using water in the process of preparing the grain for drying makes it of better quality [19].

It also occurs in some productive properties in Brazil, where they make use of water to pulper the grain and still continue this process to expedite the fermentation by advancing the drying stage.

Looking at the background of the sub-criteria associated with Marketing, it can be noted that, with the exception of reliability, which is higher for future markets, all other sub-criteria are higher for the premium market.

<table>
<thead>
<tr>
<th>Type (0.161)</th>
<th>0.130</th>
<th>0.260</th>
<th>0.130</th>
<th>0.408</th>
<th>0.071</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard (0.068)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organic (0.529)</td>
<td>0.099</td>
<td>0.105</td>
<td>0.102</td>
<td>0.301</td>
<td>0.393</td>
</tr>
<tr>
<td>Specialty (0.268)</td>
<td>0.09</td>
<td>0.127</td>
<td>0.130</td>
<td>0.283</td>
<td>0.370</td>
</tr>
<tr>
<td>Premium (0.134)</td>
<td>0.083</td>
<td>0.166</td>
<td>0.083</td>
<td>0.260</td>
<td>0.408</td>
</tr>
</tbody>
</table>

3.2.2 Logistics and Distribution

The second criterion influencing the quality and coffee production was logistics and distribution (0.235). Brazil has a poor logistics system where transportation is carried out by the road modal and most of the roads are not suitable to withstand the heavy traffic of vehicles, offering a precarious quality [20].

Most of the coffee, mostly, is produced in the region of Minas Gerais, a state which has no communication with the sea, increasing the difficulty and distance to drain this production as export. Long distances associated with the deterioration of the pavement of the roads can influence the quality of the grain, which needs some care to remain intact and, in the conditions, suitable for consumption. Inadequate storage conditions also strongly influence the quality of the coffee. The grain must remain without contact with moisture, sheltered from the weather in order to keep its properties until the final consumer. This is the subcriterion of greatest impact [21].

3.2.3 Rural Production

The third most relevant criterion is Rural production (0.201). This criterion is associated with the costs of input, climate, soil quality and mechanization of the process. Among the sub-criteria presented, the most prominent is the climate. Brazil is a country that benefited by its reliefs and rainfall.

These factors give the coffee a higher quality. The higher the altitude and the higher the rainfall index, the better the quality of the grain produced [2, 22].

The climate, undoubtedly, has a very strong influence on grain production. This fact can be reaffirmed if a comparison of Brazilian coffee with the Colombian is performed. Colombia is a small country in extension, but very strong in coffee production, having a considerable volume in relation to its territory.

3.2.4 Type

Eventually, the production Type (0.161), kind of coffee is the fourth and less important criterion. It is related to the possible ways in which coffee can be produced. Currently, Minas Gerais produces standard coffee, organic, specialty and premium. With the exception of standard coffee in the roast process, all other types of coffee are more viable in relation to quality and production for the Premium Market alternative. The
Premium Market is a niche that is presenting significant growth in the marketplace. The sales in this type of market are something lucrative, with demanding consumers willing to pay a higher price for a higher quality product[15, 17].

4. Conclusions and Outlooks

This article covered in its objective the determination of decision-factors which influence coffee commercialization. To do so, it was traced to a scenario, through research, with obstacles and opportunities. The tracing profile was analyzed with the support of the AHP methodology, which made joint analyses through the establishment of a priority scale, based on data observation and expert opinion for the purpose of decision making with Multicriteria. The criteria studied were Marketing, Logistics/Distribution, Rural Production and Type of coffee. The most evident was Marketing, which is supported by price, negotiation and reliability. The alternatives analyzed were Future Market, Long Term Storage, Spot Market, Roast/Industrialization and Premium Market. Among them, the most distinguished alternative was the sale of coffee to the Premium Market (organic/gourmet). This type of market is demanding and grows every day. The consumption of premium coffees is a new segment for grain production and offers its connoisseurs differentiated coffees. In the coffee business, good negotiation and price reliability is essential for Marketing to be effective and to customer loyalty. As a suggestion of further studies, a deeper analysis of the factors influencing the production, quality and exportation of coffee, focusing on external markets, would be useful.
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Abstract. Currently, Brazil is the second-largest soybean producer in the world. However, logistic planning of the transportation for this cash crop is a problem - which impacts its final price. The inefficiencies of the transport network combined with the reduced number of integrator terminals outweigh the merits of having a large international market for export. This paper proposes a strategic case study for the allocation and sizing of soybean integrator terminals in the state of Mato Grosso. In this paper, we use integer linear programming model, with primary focus on optimizing the whole process of logistic movement of soybeans to the terminals, indicating its candidate position and storage capacity. The results of the operation flow and adjustments of the sizing of the intermodal terminals were obtained by process simulation. The post-optimization treatment proved to be efficient and innovative, by allowing a reduction in the projection of the implantation costs, thereby yielding satisfactory results.

Keywords: Facility Location Problems, Intermodal Terminal, Soybean Production, Integer Linear Programming, Simulation.

1. Introduction

Soybean is one of the major crops produced in the world. According to [7] during the 2017/2018 harvest, the world production of this grain was 336.699 million tons, with a planted area of 124.580 million hectares. Brazil, using the 2017/2018 crop as a reference, is the world's second-largest producer of this grain with a production of 116.996 million tons and a planted area of 35.100 million hectares, behind only the United States, which has a production of 119.518 million tons with a planted area of 36.228 million hectares for the same period. In Brazil, soybean production is most prominent in the state of Mato Grosso, which corresponds to approximately 28% of national production [9]. However, according to a report released by the United States Department of Agriculture [12] for the 2019/2020 crop, the forecast is that Brazil will have a harvest of 123 million tons, while the forecast for the United States would be 100.16 million tons. Despite being considered one of the main soybean producers, the Brazilian soybean producers face a major challenge with regards to the logistics planning of the grain produced. The high logistics cost impacts the pricing of the final product value and hinders the country’s competitiveness in the world market. According to the National Association of Agricultural and Veterinary Input Distributors [1] the grain transportation in Brazil is four times more expensive than their international competitors such as the United States and Argentina.
Currently, large producers have to transport their products over long distances using road transport as their only means of transport, given the inefficiency of multimodal transport in Brazil. In addition, the number of intermodal terminals is another factor that hinders the producers’ competitiveness in the world market. According to [9] the Midwest region, the largest grain producer in the country, is the one with the largest gap in storage capacity.

Given the above problem, this paper presents an innovative and strategic study for the allocation and sizing of intermodal terminals, through integer linear programming and simulation, for Mato Grosso state region. Also, this work presents the opportunity to explore the potential of the soybean production and its storage in the region, a subject rarely addressed in the literature.

One of the objectives of the study is to identify the location of soybean production centers in Mato Grosso and then to determine the best position for the implementation of intermodal terminals. For the same, the proposed work begins with the premise of delimiting the distance, such that 400 km is the longest distance between sectors involved in grain processing, thus ensuring a better production flow. For this initial study, the differences in relief found near the state were disregarded. Additionally, the study is focused on analyzing these facilities and the operation flow of soybeans for export.

2. Literature Review

Brazil’s position in the world soybean export scenario has a direct impact on internal logistics planning issues, where it is essential to analyze the structure of this grain processing, from its planting to its departure from the territory, as well as the storage and flow sectors. According to [12] in the 2019/2020 crop Brazil will rise to the level of leading soybean producer and exporter globally - which reinforces the need to shed light on the biggest challenges faced by this sector, as explained in [9] – the high cost of transporting soybean to ports and the deficit in the product’s storage capacity.

According to [11] and [5], 61% of cargoes in Brazil are transported by road transport, which puts leaves behind other networks – railways (21%) and waterways (14%), which have a relatively lower cost, but do not provide the appropriate structure for cargo transportation. Therefore, we can see the drawbacks of the current transportation situation, which is inefficient. Several factors, such as limited modes of transport, interfere with the entire logistics plan and compromise the exportation of soybeans through the desired means. One of these factors is illustrated by [4] due to the high fuel consumption in the road mode, with 15.4 liters to transport 1 ton of inputs per 1000 km. Besides the high cost for the fuel, [6] to further shed light on other factors that affect the final pricing of cargo, we observe that the price is influenced intrinsically by transport-related conditions, such as poor road structure, cargo vulnerability - subject to loss and theft on the route - and the delay in the path, relevant issues to be considered. In this context, it is necessary to analyze which mode of transport suits each load, with cost-benefit analysis for road, rail, waterway or transport intermodality.

The issue related to soybeans is very recurrent as in [16] and [17] from the economic and productive point of view. However, the use of optimization as a strategic planning tool for soybean storage is a subject little addressed in the literature.

Also, according to [9] over the last few years, more precisely from 2007 there was a significant increase in soybean production, exceeding the limits dedicated to storage. In this study, it is possible to see that the number of intermodal terminals remained practically constant, not following the evolution in production capacity and generating a lag in the amount of soybean in the market. This situation creates a major problem, since such structures are fundamental to prevent the loss of the product, and ensure the maintenance of its quality, even for long periods after harvest.

Another important point that the production storage implies is the increase in the bargaining power of the producer. By using such terminals, it is possible to escape the seasonality of the crops and obtain some flexibility concerning the yield period. Thus, it is possible to maximize profits by disposing of production at times out of the crop when the freight price is lower and the price of the product tends to be higher [2] and [9]. In [14] and [15] the review of the state of the art and several applications for the facility allocation problem are presented, but without a joint approach with simulation. It is in this matter that the present study is relevant and innovative, in the sense of using scientific techniques in seeking strategic solutions to aid in decision making.

Given an ideal scenario of soybean production, soybean storage and flow, it can be found in the literature [10] and [3] that a good limiting factor for the maximum distance to be traveled by road, between the producing center and the intermodal terminal would be 400 km. Thus, by reducing the distance, proper
storage of the product would be allowed, which would result in economies of scale throughout the logistic plan involved in this process. According to the United States Department of Agricultural [11] in 2018, the volume of soybean exported was from 68.2 to 83.6 million tons, which reinforces the country's position in the scenario of competitiveness in the international market. This report explains that due to the tariff tension between the United States and China, China's demand for Brazilian soybeans has increased. This situation contributes to the evidence that Brazil is increasingly moving towards the consolidation of its position as the largest producer and exporter of soybeans in the world.

3. Methodology

3.1. Representation of the Problem

In order to achieve the proposed objectives, a real data survey was initially carried out to perform the simulations and present a terminal allocation model. The state of Mato Grosso has a total area of approximately 904,000 km$^2$ - with consolidated production of 30.5 million tons for 2017 [8]. After analysis of the IBGE Automatic Recovery System - SIDRA, it was seen that the state of Mato Grosso has 141 registered cities that, among its agricultural activities, focuses on planting and harvesting soybean. From these cities, for 2017, a total of 22 cities had no production. The remaining 119 cities, which presented some production, can be seen in Figure 1.

![Figure 1: Soybean producing cities of Mato Grosso. Adapted from Google My Maps.](image)

In order to facilitate the resolution of the problem and find the candidate terminal locations, a simplified representation was made in the shape of a square – 1040 km East-West direction and 960 km North-South direction covering the 119 soybean-producing cities of the state. Also, it was proposed to divide this quadrilateral into 40 grain-producing poles with equal rectangle-shaped dimensions - each of the 40 poles 208 km East-West direction and 120 km North-South direction.

In addition to addressing the minimization of intermodal terminal deployment costs, another important goal of this paper was to identify the location of producers and determine an ideal candidate position for the deployment of these terminals in the state. Thus, it is considered that the producers do not have to move the load for more than 400 km, the limited distance restriction is supported by [10] and [3], thus ensuring a better production flow.

In addition, a 10% refusal rate was considered due to possible excess soybean stored at the terminals, i.e., each terminal may refuse up to 10% of the annual demand requests. Another factor to be considered is the storage capacity of the possible terminals deployed in the state, which will be given in tons. For the present study, a cargo handling demand of approximately one-third of the total production of the period was used, this value represents the percentage of state production destined for export, around 10 million tons. Data already separated by regions are highlighted in Table 1.
Table 1: Soybean production in tons divided into 40 poles.

<table>
<thead>
<tr>
<th>Region</th>
<th>Demand</th>
<th>Region</th>
<th>Demand</th>
<th>Region</th>
<th>Demand</th>
<th>Region</th>
<th>Demand</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>1,376</td>
<td>R11</td>
<td>504,144</td>
<td>R21</td>
<td>620,086</td>
<td>R31</td>
<td>303,754</td>
</tr>
<tr>
<td>R2</td>
<td>5,738</td>
<td>R12</td>
<td>890,753</td>
<td>R22</td>
<td>355,951</td>
<td>R32</td>
<td>258,889</td>
</tr>
<tr>
<td>R3</td>
<td>0</td>
<td>R13</td>
<td>570,249</td>
<td>R23</td>
<td>247,535</td>
<td>R33</td>
<td>51,815</td>
</tr>
<tr>
<td>R4</td>
<td>429,934</td>
<td>R14</td>
<td>40,728</td>
<td>R24</td>
<td>0</td>
<td>R34</td>
<td>338,381</td>
</tr>
<tr>
<td>R5</td>
<td>224,282</td>
<td>R15</td>
<td>17,990</td>
<td>R25</td>
<td>27,048</td>
<td>R35</td>
<td>551,579</td>
</tr>
<tr>
<td>R6</td>
<td>38,108</td>
<td>R16</td>
<td>0</td>
<td>R26</td>
<td>70,882</td>
<td>R36</td>
<td>359,831</td>
</tr>
<tr>
<td>R7</td>
<td>0</td>
<td>R17</td>
<td>132,038</td>
<td>R27</td>
<td>0</td>
<td>R37</td>
<td>178,685</td>
</tr>
<tr>
<td>R8</td>
<td>0</td>
<td>R18</td>
<td>361,421</td>
<td>R28</td>
<td>178,938</td>
<td>R38</td>
<td>37,395</td>
</tr>
<tr>
<td>R9</td>
<td>3,395</td>
<td>R19</td>
<td>1,486,235</td>
<td>R29</td>
<td>421,685</td>
<td>R39</td>
<td>0</td>
</tr>
<tr>
<td>R10</td>
<td>224,190</td>
<td>R20</td>
<td>651,626</td>
<td>R30</td>
<td>415,339</td>
<td>R40</td>
<td>0</td>
</tr>
</tbody>
</table>

The terminal sizes will be proportional to the output of the region to be inserted. Table 2 shows the cost of deploying the terminal according to its size, such that the larger the terminal, the lower the cost of deployment – clearly indicating an economy of scale [13].

Table 2: Types of Intermodal Terminals.

<table>
<thead>
<tr>
<th>Terminal</th>
<th>Cost (Mill. R$)</th>
<th>Capacity (ton)</th>
<th>Terminal</th>
<th>Cost (Mill. R$)</th>
<th>Capacity (ton)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>11</td>
<td>10,000</td>
<td>T18</td>
<td>175</td>
<td>200,000</td>
</tr>
<tr>
<td>T2</td>
<td>17</td>
<td>15,000</td>
<td>T19</td>
<td>190</td>
<td>250,000</td>
</tr>
<tr>
<td>T3</td>
<td>23</td>
<td>20,000</td>
<td>T20</td>
<td>205</td>
<td>300,000</td>
</tr>
<tr>
<td>T4</td>
<td>28</td>
<td>25,000</td>
<td>T21</td>
<td>220</td>
<td>350,000</td>
</tr>
<tr>
<td>T5</td>
<td>35</td>
<td>30,000</td>
<td>T22</td>
<td>235</td>
<td>400,000</td>
</tr>
<tr>
<td>T6</td>
<td>40</td>
<td>35,000</td>
<td>T23</td>
<td>242</td>
<td>450,000</td>
</tr>
<tr>
<td>T7</td>
<td>44</td>
<td>40,000</td>
<td>T24</td>
<td>250</td>
<td>500,000</td>
</tr>
<tr>
<td>T8</td>
<td>50</td>
<td>45,000</td>
<td>T25</td>
<td>265</td>
<td>550,000</td>
</tr>
<tr>
<td>T9</td>
<td>57</td>
<td>50,000</td>
<td>T26</td>
<td>275</td>
<td>600,000</td>
</tr>
<tr>
<td>T10</td>
<td>70</td>
<td>60,000</td>
<td>T27</td>
<td>285</td>
<td>650,000</td>
</tr>
<tr>
<td>T11</td>
<td>83</td>
<td>70,000</td>
<td>T28</td>
<td>296</td>
<td>700,000</td>
</tr>
<tr>
<td>T12</td>
<td>90</td>
<td>80,000</td>
<td>T29</td>
<td>310</td>
<td>750,000</td>
</tr>
<tr>
<td>T13</td>
<td>100</td>
<td>90,000</td>
<td>T30</td>
<td>320</td>
<td>800,000</td>
</tr>
<tr>
<td>T14</td>
<td>115</td>
<td>100,000</td>
<td>T31</td>
<td>332</td>
<td>850,000</td>
</tr>
<tr>
<td>T15</td>
<td>130</td>
<td>125,000</td>
<td>T32</td>
<td>343</td>
<td>900,000</td>
</tr>
<tr>
<td>T16</td>
<td>145</td>
<td>150,000</td>
<td>T33</td>
<td>360</td>
<td>950,000</td>
</tr>
<tr>
<td>T17</td>
<td>160</td>
<td>175,000</td>
<td>T34</td>
<td>378</td>
<td>1,000,000</td>
</tr>
</tbody>
</table>

The average permanence time of 6 days of the product and the costs of deployment of the terminals was considered based on information obtained from the operational research of a logistics company that operates with intermodal terminals. This value was used as a standard in all units to analyze, together with the cargo arrival and flow rate, the soybean flow in the study region. This paper considered the same storage cost for all intermodal terminals.

Finally, the modeling of the integer linear programming problem was performed to handle the candidate positions for the installation of intermodal terminals. These facilities and the operation flow were also analyzed with the strategic bias of the flow of this soybean production destined for export. After all data were consolidated, the model, the objective function and the constraints were defined, as presented in the next section.

3.2. Optimization Model

Below is the model used together with the meaning of the variables that compose it.

\[
\min \text{TotalCost} = \sum_{k} \sum_{s} Y_{ks} \cdot \text{Cost}_s. \tag{1}
\]
Subject to:

\[ \sum_{s} Y_{ks} \leq 1, \forall k. \]  
(2)

\[ \sum_{k} X_{ik} \leq 1, \forall k. \]  
(3)

\[ X_{ik} \leq \sum_{s} Y_{ks}, \forall k, \forall i. \]  
(5)

\[ X_{kk} = \sum_{s} Y_{ks}, \forall k. \]  
(6)

\[ \sum_{i} \sum_{k} X_{ik} \cdot \text{Demand}_i = \text{TotalDemand}. \]  
(7)

\[ \sum_{s} \text{Capacity}_s \cdot Y_{ks} \cdot \rho \geq \sum_{i} \frac{X_{ik} \cdot \text{Demand}_i \cdot \text{AvTimePerm}}{120}, \forall k. \]  
(8)

\[ \sum_{i} \sum_{k} X_{ik} \cdot \text{Demand}_i \leq \sum_{k} \sum_{s} \frac{120 \cdot \rho \cdot \text{Capacity}_s \cdot Y_{ks}}{\text{AvTimePerm}}. \]  
(9)

Indexes and parameters representation:

- \( i \) – region \( i \);
- \( k \) – candidate position \( k \) (which may receive an intermodal terminal);
- \( s \) – \( s \)-type intermodal terminal (according to the storage capacity);
- \( \rho \) – occupancy rate (depending on the size of the terminal);
- \( \text{Cost}_s \) – cost of deploying each \( s \)-type terminal;
- \( \text{Capacity}_s \) – storage capacity in tons of each \( s \)-type terminal;
- \( \text{Demand}_i \) – load demand from region \( i \);
- \( \text{Distance}_{ik} \) – distance in kilometers from region \( i \) to candidate position \( k \);
- \( \text{AvTimePerm} \) – Average time of permanence at intermodal terminals.

The variables \( x \) and \( y \) are binary, i.e.:

\( x_{ik} \in [0, 1] \) – This value will be 1 if the load demand from region \( i \) is directed to the terminal at candidate position \( k \).

\( y_{ks} \in [0, 1] \) – This value will be 1 if candidate position \( k \) receives an \( s \)-type terminal.

The objective function (1) focuses on minimizing the cost of deploying all terminals. Equation (2) defines that each region \( k \) can have at most 1 \( s \)-type terminal. Equation (3) indicates that each region directs its demand to 1 single terminal. Equation (4) restricts the maximum distance to the terminal to be up to 400 km. Equation (5) indicates that there is only grain flow to a region if there is a terminal installed in that region. Equation (6) defines that every region that has a terminal installed will direct its demand to it. Equation (7) determines that the sum of the storage demands must be equal to the total runoff/dispatch demand. Equation (8) indicates that each intermodal terminal must have sufficient capacity to meet the load demand addressed to it. Equation (9) indicates that the sum of the demands must be less than or equal to the sum of the storage capacities of the installed terminals.

### 3.3. Computational Resources

The software Microsoft Excel, LINGO (v. 18.0) and Arena (v. 14) were used to solve the proposed problem. The LINGO and Excel software were used in the proposed model of the previous section in order to find the candidate positions for the installation of the intermodal terminals, and also to propose a size of these
structures to meet the stipulated refusal rate of 10%. The Arena software focused on testing and adjusting the size of the proposed terminals in the previous modeling result, analyzing the flow of cargo movement and verifying if it meets the configured refusal rate. The solution was performed on a laptop with the following configurations: Processor: Intel i7, CPU 2.40Ghz - 64 bits, 12.0 GB memory, Windows 8.1.

4. Results and Discussions

After performing the procedure described in the previous sections, the representative mathematical model was implemented in LINGO. The software handled the modeling of the Linear Programming problem with the objective of pointing out which would be the candidate positions for the installation of the intermodal terminals, according to the demand of loads throughout the state. The second focus of the study was to better size the capacity of these terminals to find what would be their “optimal” size to meet the refusal rate. The results achieved are described in Table 3. Eight candidate positions (regions) were allocated to hold terminals of 6 different models.

Table 3: Comparative table of the results.

<table>
<thead>
<tr>
<th>Terminal</th>
<th>Quantity</th>
<th>Cost (Mill. R$)</th>
<th>Installation Region</th>
<th>Assisted Region</th>
<th>Demand (ton)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>1</td>
<td>11</td>
<td>R37</td>
<td>R37</td>
<td>178,685</td>
</tr>
<tr>
<td>T2</td>
<td>2</td>
<td>17</td>
<td>R5</td>
<td>R5</td>
<td>R6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R7</td>
<td>R8</td>
<td>38,108</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>T3</td>
<td>1</td>
<td>23</td>
<td>R24</td>
<td>R24</td>
<td>17,990</td>
</tr>
<tr>
<td>T4</td>
<td>1</td>
<td>28</td>
<td>R2</td>
<td>R1</td>
<td>1,376</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R2</td>
<td>R2</td>
<td>5,738</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R4</td>
<td>R9</td>
<td>429,934</td>
</tr>
<tr>
<td>T7</td>
<td>2</td>
<td>44</td>
<td>R34</td>
<td>R34</td>
<td>338,381</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R36</td>
<td>R36</td>
<td>359,831</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R25</td>
<td>R25</td>
<td>27,048</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R33</td>
<td>R33</td>
<td>51,815</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R35</td>
<td>R35</td>
<td>551,579</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R38</td>
<td>R38</td>
<td>37,395</td>
</tr>
<tr>
<td>T22</td>
<td>1</td>
<td>235</td>
<td>R20</td>
<td>R10</td>
<td>224,190</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R11</td>
<td>R11</td>
<td>504,144</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R12</td>
<td>R12</td>
<td>890,753</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R13</td>
<td>R13</td>
<td>570,249</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R14</td>
<td>R14</td>
<td>40,728</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R17</td>
<td>R17</td>
<td>132,038</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R18</td>
<td>R18</td>
<td>361,421</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R19</td>
<td>R19</td>
<td>1,486,235</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R20</td>
<td>R20</td>
<td>651,626</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R21</td>
<td>R21</td>
<td>620,086</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R22</td>
<td>R22</td>
<td>355,951</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R23</td>
<td>R23</td>
<td>247,535</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R26</td>
<td>R26</td>
<td>70,882</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R27</td>
<td>R27</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R28</td>
<td>R28</td>
<td>178,938</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R29</td>
<td>R29</td>
<td>421,685</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R30</td>
<td>R30</td>
<td>415,339</td>
</tr>
<tr>
<td>Final Cost</td>
<td>419</td>
<td>Total demand</td>
<td>10,000,000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
After the results of the mathematical model, Arena software was used to generate the load flow in the analyzed terminals. An average residence time of 6 days was used, with a variation according to an exponential distribution to generate the flow of this terminal.

For each of the terminals suggested by LINGO, a simulation of the incoming and outgoing soybean cargo flow was performed. After the simulation, some regions where a terminal was installed were updated. The new values found are represented in Table 4.

### Table 4: New terminals configuration.

<table>
<thead>
<tr>
<th>Installation Region</th>
<th>Previous Terminal</th>
<th>New terminal size</th>
<th>Previous Refusal Rate</th>
<th>Current Refusal Rate</th>
<th>Previous Capacity (ton)</th>
<th>Current Capacity (ton)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R2</td>
<td>T4</td>
<td>T3</td>
<td>0%</td>
<td>7.66%</td>
<td>25,000</td>
<td>20,000</td>
</tr>
<tr>
<td>R5</td>
<td>T2</td>
<td>T2</td>
<td>0%</td>
<td>0%</td>
<td>15,000</td>
<td>15,000</td>
</tr>
<tr>
<td>R20</td>
<td>T22</td>
<td>T22</td>
<td>0%</td>
<td>0%</td>
<td>400,000</td>
<td>400,000</td>
</tr>
<tr>
<td>R24</td>
<td>T3</td>
<td>T2</td>
<td>0%</td>
<td>5.75%</td>
<td>20,000</td>
<td>15,000</td>
</tr>
<tr>
<td>R34</td>
<td>T7</td>
<td>T6</td>
<td>0%</td>
<td>0.16%</td>
<td>40,000</td>
<td>35,000</td>
</tr>
<tr>
<td>R35</td>
<td>T7</td>
<td>T5</td>
<td>0%</td>
<td>8.57%</td>
<td>40,000</td>
<td>30,000</td>
</tr>
<tr>
<td>R37</td>
<td>T1</td>
<td>T1</td>
<td>0%</td>
<td>0%</td>
<td>10,000</td>
<td>10,000</td>
</tr>
<tr>
<td>R40</td>
<td>T2</td>
<td>T2</td>
<td>0%</td>
<td>0%</td>
<td>15,000</td>
<td>15,000</td>
</tr>
</tbody>
</table>

As an example of analysis, LINGO software was used to size a terminal to 25,000 tons. However, its refusal rate was 0%. As the objective of this work is to reduce the cost of deploying the intermodal terminals, ensuring a refusal rate of up to 10%, the flow simulation for each terminal was analyzed case by case, in order to reduce its size and the value of the objective function. The new results are described in Table 5.

### Table 5: Objective Function after the Arena simulation.

<table>
<thead>
<tr>
<th>Installation Region</th>
<th>New terminal size</th>
<th>Cost (Mill. R$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R2</td>
<td>T3</td>
<td>23</td>
</tr>
<tr>
<td>R5</td>
<td>T2</td>
<td>17</td>
</tr>
<tr>
<td>R20</td>
<td>T22</td>
<td>235</td>
</tr>
<tr>
<td>R24</td>
<td>T2</td>
<td>17</td>
</tr>
<tr>
<td>R34</td>
<td>T6</td>
<td>40</td>
</tr>
<tr>
<td>R35</td>
<td>T5</td>
<td>35</td>
</tr>
<tr>
<td>R37</td>
<td>T1</td>
<td>11</td>
</tr>
<tr>
<td>R40</td>
<td>T2</td>
<td>17</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>395</td>
</tr>
</tbody>
</table>

In this way, after analyzing Table 5, a new cost value for the proposed problem can be verified. Thus, it was noted that the value of the objective function changed (from 419 to 395 million Reais – R$395,000,000.00) due to the new configuration of the terminals, which reduced the cost of deployment by reducing their storage capacity and still meeting a refusal rate of up to 10% of cargo demand.

### 5. Conclusion and Future Steps

In this paper, a strategic proposal for the allocation and sizing of intermodal terminals for soybean production in the Mato Grosso region was addressed. After conducting a real data survey and problem formulation, a linear programming technique was applied to solve the mathematical model and a load flow simulation was built to adjust the size of the intermodal terminal to meet a specified refusal rate.

The results presented demonstrate value savings in the cost of implementing intermodal terminals by choosing the optimal allocation position and the type of terminal to be deployed in the 40 suggested producing regions. With the help of the simulation, we were able to ascertain that with the reduction of the distance between the producing center and the storage sector there is a significant impact on the reduction of logistics costs.

The Arena simulation of the mathematical model results proved to be efficient in allowing a reduction in the proposed implementation costs, since it can create an operating flow condition of this system.
The presented analysis has great flexibility and scalability for application in different scenarios, since the mathematical model allows for modification of the input parameters and new results can be generated and analyzed to adapt to new situations.

The present paper covered the entire logistic process from soybean farm to the intermodal terminals. As possible future contributions, it would be interesting to add the whole post-routing process by building a new model with the rail modal of cargo displacement through the multimodal project from the Mato Grosso terminals to the ports. Other possible improvements are the insertion of new crops, such as corn and rice, in the current model and instead of considering cities, consider the exact location of producing farms, giving greater accuracy to the results. Other candidate position allocation techniques may also be addressed. Finally, the inclusion of the few existing terminals is indicated, thus giving more assertiveness to strategic decision making regarding the terminal optimization of the state of Mato Grosso.
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Abstract. The Brazil has articulated intersectoral actions to ensure nutritional food and promote hunger eradication, especially among indigenous and communities descended from slaves. This research analyzed the project implemented in the Guarani Villages of Rio Branco and Aguapeú, located in the state of São Paulo. This project seeks to revitalize indigenous family agricultural production as well as include indigenous producers as citizens of rights. Data were collected through interviews with the professionals who participated in the project design and execution and beneficiaries (Guarani Indigenous Farmers). After three years of negotiations, building a relationship of trust with indigenous communities, in 2017, two farmers were registered as suppliers. In 2018, an increase of 80% in farmers' income compared to 2017 was pointed out. Also, in 2019/2020, four new farmers were included.

Keywords: Family Farming, Local Food, Indigenous Farmer

1. Introduction

Eliminating poverty in all its dimensions, including extreme poverty, is the greatest challenge facing global society and an indispensable requirement for sustainable development. In 2015 world leaders established a global action plan with the 2030 Agenda for Sustainable Development, having as one of its main axes the total eradication of hunger, guaranteeing the dignity and equality of people [1] [2]. However, the Food and Agriculture Organization of the United Nations [3] points out that one in nine people currently suffer from hunger, about 820 million of the world's population. The distribution of food-insecure people on the globe reaches a total of 2 billion people suffering from food insecurity, with 1.04 billion (52%) being in Asia; 676 million (34%) in Africa; and 188 million (9%) in Latin America. This underscores the immense challenge facing world leaders regarding the global Zero Hunger target by 2030 [3].

In this context, Brazil has articulated intersectoral actions to ensure nutritional food security and promote hunger eradication. In 2006, the National Food and Nutrition Security System (SISAN) was established in Brazil through the Organic Food and Nutrition Security Law (LOSAN) nº 11,346/06 [4]. SISAN aims to develop and implement policies and plans for food and nutrition security, to stimulate participatory management through the integration of efforts between government and civil society at the federal, state, and municipal levels, also monitoring and evaluating food and nutrition security in the country [5].
LOSAN is based on the right of all people to a healthy, affordable, quality, sufficient, and permanent diet. Adequate and healthy eating should be based on health-promoting eating practices without compromising access to other essential needs. Also, it must be produced sustainably, ensuring environmental protection, social justice, and the right to land and territory, therefore, ensuring the Brazilian population the Human Right to Adequate Food (DHAA) [4]. Continuing on LOSAN, the law aims to promote the health, nutrition, and food of the population, including socially vulnerable population groups, and traditional communities of all food identities and cultures, respecting the socio-cultural and regional dimensions. In Brazil, social inequality is even more noticeable between black and indigenous communities [6] [7] [8] [9] [10] [11] [12]. However, this is most evident among indigenous peoples, when one observes the inexpressive articulation of civil society and practically the nonexistent social movements, compared to other communities, making them even more vulnerable and invisible in the Brazilian social context. This reality justifies the initiative of the project to seek the integration and rescue of indigenous cultivars, in the environment of building a new macro vision of local public policies of National Food Security (SNA). Studies have pointed to the strategic importance of supply chains in local agri-food networks in developing countries [13] [14] [15]. Agricultural supply chains are related to small local producers and low integration of supply chain practices [13]. Thus, the implementation of integrated supply chain management is fundamental for the efficiency of food distribution aiming at food security for communities in situations of nutritional vulnerability and, therefore, a source of social welfare [14]. Moreover, efficient chains allow loss reduction in all links in the chain [15]. Considering that the SNA is a social and humanitarian project, and should be built by governmental and civil society actors, this research aims to demonstrate a case study on public policy of inclusion of traditional cultivars in the food of indigenous schools, besides allowing the insertion of family farmer from traditional communities (Guarani Indians) in the network of government program providers. The project resulted from the socioeconomic demands in search of food security of the Guarani Indigenous community and the networked efforts of the Municipal Department of Education and the Department of Agriculture of the city of Itanhaém [16] with the National Indian Fund (FUNAI) [17]. The study was conducted at Guarani Village of Rio Branco and Aguapeú located in the Brazilian city of Itanhaém and Mongaguá respectively, in the southern coast of the State of São Paulo.

2 Methodology

The methodological procedures adopted in this research had an exploratory and descriptive approach. Data collection is one of the main characteristics of descriptive research, as it observes, records, and analyzes facts and phenomena [18]. Thus, the present study was built in three main stages:

**Step 1:** Data collection from governmental sources such as Brazilian Institute of Geography and Statistics, Ministry of Social Development, National Indian Foundation, Ministry of Education, Itanhaém City Hall, as well as the main bases for scientific work consultations (Science Direct, Scopus, IEEE, Scielo, CAPES Journal Portal).

**Step 2:** Field research. Three structured interviews were conducted in July and August 2019 to collect quantitative and qualitative: a) with Guaranis indigenous farmers in the Rio Branco and Aguapeú villages located in the cities of Itanhaém and Mongaguá (Fig. 34); b) with the manager of the Itanhaém Food Bank; and c) with Indian technician from FUNAI.

**Step 3:** Discussion of the results sought to present the results that could qualify the project.

3. Literature Review

3.1 Family Farming in Brazil

Family Farming in Brazil is composed of a heterogeneous population, ranging from farmers descending from European immigrants, quilombolas descended from slaves, native Brazilian Indians, and migrant peasants from the regions of Brazil [19] [20]. Many family farmers were settled on small plots of land through the settlement program of the National Institute of Colonization and Agrarian Reform (INCRA). Since the 1970s, 9,437 settlement projects have
been created throughout Brazil, and the distribution of 87.9 million hectares of land has benefited 973,471 families [22]. The profile of the Brazilian family producer is contrasting, varying from families with subsistence agriculture with low purchasing power and manual production, to farmers with access to technology and mechanized production [22]. Law 11,326 [23] defines the prerequisites for framing rural farmers in FF national policy to qualify family rural enterprises.

3.2 Indigenous Population in Brazil

The National Indian Foundation is the official Brazilian indigenous body, created in 1967 and linked to the Ministry of Justice. Its main assignment is to execute the indigenous policy in Brazil. The agency promotes studies of delimitation, demarcation, land regularization, and registration of lands traditionally occupied by indigenous peoples [27].

Also, it monitors and inspects indigenous lands and implements policies to protect isolated and newly contacted peoples, to protect the rights of indigenous peoples in Brazil. Within its responsibilities, the agency accounts for interinstitutional articulation that guarantees social and citizenship rights to indigenous peoples, through policies aimed at social security and indigenous school education [17].

The 2010 Indigenous Census, according to the Brazilian Institute of Geography and Statistics (IBGE) [24], indicates that indigenous people in Brazil represent 0.4% of the Brazilian population. Also, the data revealed that of the 896,000 people who claimed or considered themselves to be indigenous, 572,000 (63.8%) lived in rural areas, and 517,000 (57.7%) lived in officially recognized indigenous lands (Tab.1). Indigenous lands, with limits already defined in Brazil, total 12.9% of the national territory (851 million ha) [17].

Table 1 – Indigenous populatons

<table>
<thead>
<tr>
<th>Indigenous population, by household status, by household locations – Brazil - 2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location domicilio</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Total</td>
</tr>
<tr>
<td>Indigenous lands</td>
</tr>
<tr>
<td>Out of indigenous lands</td>
</tr>
</tbody>
</table>

Source: [24]

Regarding spatial distribution (Tab. 2), 38.2% of the indigenous people are concentrated in the Northern Region, which is predominant in the Legal Amazon. Then the Northeast Region 25.9%, Midwest 16.0%, Southeast 11.1%, and South 8.8%.

Table 2 – Indigenous population by regions

<table>
<thead>
<tr>
<th>Spatial distribution indigenous population by regions – Brazil - 2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region</td>
</tr>
<tr>
<td>North</td>
</tr>
<tr>
<td>Northeast</td>
</tr>
<tr>
<td>Midwest</td>
</tr>
<tr>
<td>Southeast</td>
</tr>
<tr>
<td>South</td>
</tr>
<tr>
<td>Brazil</td>
</tr>
</tbody>
</table>

Source: [24]
The North, Northeast and Midwest Regions, as can be seen in Table 2, showed an increase in the population volume of indigenous self-declarations. In the Southeast and South Regions, in both urban and rural areas, there was a reduction in the indigenous population, 39.2%, and 11.6%, respectively. The survey pointed out that indigenous people in Brazil are made up of 305 ethnic groups and speak 274 languages. Moreover, while 84.4% of the national population lives in urban centers, in the case of indigenous people, only 36.2%, making their link with the land evident [24].

3.3 Guarani Indians in Brazil

In South America, there's an estimated Guarani Indigenous population of 225,000 is located in Argentina, Brazil, Paraguay, Uruguay, and Bolivia. [25] In Brazil, the contingent is 67,523, 7% of the Brazilian indigenous, distributed mainly in the South (the Rio Grande do Sul, Santa Catarina, Paraná), Southeast (São Paulo, Rio de Janeiro, Espírito Santo) and Midwest (Mato Grosso do Sul) [24]. In São Paulo, the Guarani population is 4,138 people. Guarani people living in Brazil is divided into three subgroups: Guarani-Ñandeva, Guarani-Kaiowa, and Guarani-Mbya [25]. This large group speaks Guarani dialects that are included in the Tupi-Guarani language family, from the Tupi language trunk [26]. The Guarani mainly inhabit territories near the coast, in the South and Southeast of Brazil. The Atlantic Forest is of special importance to these people, especially to those of the Mbya subgroup (Fig. 3), as they believe it is a privileged place for the search for sacred living spaces [28].

3.4 Itanhaem Food bank

Created in 2007 through the agreement of the Federal Government and the Itanhaém City Hall, the Itanhaém Food Bank (BAI), in addition to fighting hunger, is responsible for operationalizing Nutrition Food Security programs in the Municipality through the Food Acquisition Program. (PAA) [28]. In Itanhaém, the PAA guarantees nutritional quality food assistance to ten social entities registered with the Municipal Social Assistance Council (CMAS), covering about 2,500 families in a condition of food insecurity. The PAA was established in Brazil in 2003 and aims at the development of Family Farming, the economic and social inclusion in rural areas, and to meet the needs of people in situations of food and nutrition insecurity [30]. In 2018, the country allocated 64.9 million reais of PAA resources to acquire 23,611t of food produced by 9,675 family farmers [30].

Another activity no less relevant is the Bank’s intersectoral articulation with the National School Feeding Program (PNAE). Although PNAE resources are managed by the Municipal Secretariat of Education, the Bank is an interlocutor between civil society and the public authorities and has promoted actions to encourage indigenous agricultural production and its inclusion as a local supplier to PNAE to the PAA. Federal Law 11,947/09 [31] was instrumental in strengthening Family Farming, as it mandates that PNAE use 30% of its resources to buy food directly from family producers, prioritizing land reform settlers [21], traditional communities indigenous and quilombolas [32].

Also, the Bank promotes training programs such as the agroecological production system and agribusiness management to develop the business autonomy of local farmers.

4 Case study

The project was implemented in the Guarani Villages of Rio Branco and Aguapeu (Fig. 3), located in the Serra do Mar State Park-Conservation Unit - Curucutu Nucleus [34], cities of Itanhaém and Mongaguá, State of São Paulo,.
Since its inauguration in 2007, the Food Bank, in conjunction with CORLIS, has undertaken actions to identify and mitigate food insecurity in Indigenous communities. However, the Bank's coordination “needed to provide answers beyond palliative actions”.

Based on this assumption, in 2017, traditional cultivars were included in the food menu of the indigenous school of Native Village Rio Branco, through guarani corn (avaxi ete’i). Thus, two indigenous farmers (Fig. 5) were registered as PNAE suppliers for Itanhaém.

The PNAE resource operational guidelines require that its resources be allocated only to schools in the beneficiary municipality. However, the program makes it easier for farmers from other locations as a source of purchase, thus allowing the insertion of the farmer of Native Village Aguapeu in the registration of the program.

Guarani avaxi ete’i corn cultivation (Fig. 4) is carried out by the indigenous themselves in agroecological management, respecting the millenary spiritual traditions of the Guarani culture [35].

For these people, keeping seeds of their traditional cultivars has to do with preserving their cultural and ethnic identity, a way of perpetuating life.

Guarani corn, in indigenous schools, is consumed fresh or turned into flour for the production of cakes, mush, and beiju. For them, being considered a sacred food with healing power and strengthening body and spirit, avaxi ete’i should only be consumed by the Guarani themselves. [35] Therefore, the purchase of Guarani corn by the city has the sole purpose of supplying indigenous communities and schools [28].
5 Results and discussion

The volume purchased was 163.87 kg, according to per capita calculation by students, resulting from the insertion in the PNAE supplier register of two indigenous producers (Indigenous 1 - Native Village Aguapeu, and Indigenous 2 - Native Village Rio Branco), which together had an income of 1,802.57 reais in 2017.

After 2017, the project gained ground, and other products of indigenous cultivars were inserted in the public call for school food, increasing the scope of action of indigenous producers.

In 2018 there was a significant advance in the project. In addition to guarani corn (140 kg), Guarani sweet potato (300 kg) was added, generating an increase in revenue of the two producers of about 50% compared to the previous year, which together had a gain of 2,725.00 reais.

For 2019, the highlight is the insertion of another Guarani traditional product in the purchase call (PNAE) by the municipality. Guarani cassava is provisioned at 260 kg, in addition to sweet potato 300 kg and avaxetei corn with 146 kg. The supply of these products should generate revenue of 3,315.10 reais, about 21% growth over 2018.

Another major advance of the project was the inclusion of four more indigenous producers in the supplier register, from the second semester of 2019. In addition to the two initial producers, all will be part of the call for the acquisition of the municipality in the PAA program (Tab. 3).

Table 3 – Proposed PAA Supply

<table>
<thead>
<tr>
<th>INDIGENOUS FARMERS</th>
<th>PRODUCT</th>
<th>KG</th>
<th>R$</th>
<th>R$ TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indigenous 1</td>
<td>Silver Banana</td>
<td>208.32</td>
<td>2.40</td>
<td>499.97</td>
</tr>
<tr>
<td>Indigenous 2</td>
<td>Silver Banana</td>
<td>833.33</td>
<td>2.40</td>
<td>2,000.00</td>
</tr>
<tr>
<td></td>
<td>Palm Heart</td>
<td>270.27</td>
<td>3.70</td>
<td>1,000.00</td>
</tr>
<tr>
<td>Indigenous 3</td>
<td>Sweet Potato</td>
<td>869.56</td>
<td>2.30</td>
<td>2,000.00</td>
</tr>
<tr>
<td></td>
<td>Mandioca</td>
<td>909.09</td>
<td>1.10</td>
<td>1,000.00</td>
</tr>
<tr>
<td>Indigenous 4</td>
<td>Silver Banana</td>
<td>833.33</td>
<td>2.40</td>
<td>2,000.00</td>
</tr>
<tr>
<td></td>
<td>Palm Heart</td>
<td>270.27</td>
<td>3.70</td>
<td>1,000.00</td>
</tr>
<tr>
<td>Indigenous 5</td>
<td>Banana Prata</td>
<td>1,666.66</td>
<td>2.40</td>
<td>4,000.00</td>
</tr>
<tr>
<td></td>
<td>Palm Heart</td>
<td>675.67</td>
<td>3.70</td>
<td>2,500.00</td>
</tr>
<tr>
<td>Indigenous 5</td>
<td>Lettuce</td>
<td>454.54</td>
<td>2.20</td>
<td>1,000.00</td>
</tr>
<tr>
<td></td>
<td>Kale</td>
<td>800.00</td>
<td>2.50</td>
<td>2,000.00</td>
</tr>
<tr>
<td></td>
<td>Sweet Potato</td>
<td>1,304.34</td>
<td>2.30</td>
<td>3,000.00</td>
</tr>
</tbody>
</table>

Source: [16]

Table 3 shows the 2019/2020 proposal, with the six indigenous farmers inserted in the SISPAA - PAA Computerized Management System [5] approved by the Federal Government operational plan.

6 Conclusion

The project to revitalize indigenous family agricultural production, as well as to include indigenous producers as citizens of rights, constituted the need to comply with the Resolution of the National School Feeding Program, which sets priorities for the purchase from indigenous farmers and respect for food sovereignty from traditional communities.

With the purpose of evolving the discussions and putting into practice, the Food Bank, together with the local Government and CORLIS-FUNAI, incorporated the project aiming at internalizing a public policy with dimensions of social justice, not just about guaranteeing healthy food for an ethnic community, but the recovery of the productive memory of the planet from the perspective of global food systems.

As evidenced in this study, the achieved results were quite significant. After three years of negotiations, building a relationship of trust between BAI and indigenous communities, in 2017, two farmers were registered as suppliers. The following year saw an 80% increase in farmer income, compared to 2017. Also, for the 2019/2020 (PAA) public food call, four new farmers were included, and together, the six producers will bring to their communities about 22 thousand reais in the period.
Given the potential for replicability in new communities and traditional families, for future work, we intend to develop a supply network model through the management of the agricultural supply chain as proposed by the studies of [13] [14] [15], aiming to guarantee the food security of local communities and the socioeconomic sustainability of family farmers in Itanhaém.
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Abstract. As the world’s population grows, the food security chain gets endangered. As declared by the United Nations Organization in 2014, Family Farming has an important place in this scenario. Regarding this situation, since 2006, Brazil has been adopting several family farming funding policies (e.g. PRONAF) aiming to strengthen this kind of familiar production, generate jobs and enhance the income of those farmers. This text intends to demonstrate how this funding works, especially PRONAF, and the main weaknesses of this governmental policy, highlighting the inequality of the resources’ distribution among the Brazilian regions, as the Southern region holds 88.79% of all the resources. One of the several causes aggravating this situation is the fact that the family farmers’ organization and the Southern region’s infrastructure is much better than the other Brazilian regions.

Keywords: PRONAF, Farming Funding, Family Farming.

1. Introduction
The challenges of nations in providing food for their inhabitants cause much discussion. World population growth, estimated at 9.8 billion by 2050, and the global demand for food has drastically increased the pressure on global agriculture [1]. Given these challenges, Family Farming (FF) stands out as a solution to the global food chain, due to the abundant volume of food it generates to sustain the world’s population. FAO data [2] indicate that out of 570 million rural establishments, about 90% are of family origin. In 2011, the United Nations Organization declared 2014 as the “International Year of Family Farming” highlighting the importance of socio-environmental policies in national agendas towards sustainable development for the “Zero Hunger Challenge”, recognizing the role that FF plays in reach of food security on the planet [3]. Other studies have reflected on the importance of family-based agriculture as a source of viability for environmental and socioeconomic solutions [4] [5] [6] [7] [8] [9] [10]. In Europe e.g., 70% of farms are family-owned [11]. In Brazil, according to the IBGE Agricultural Census [12], of the more than five million existing rural establishments, 86% (4.3 million) is Family Farming. [13] [14] [15] emphasize the leading role of family farmers and their social and economic influence on Brazilian agriculture. About 70% of the food consumed in Brazil originates from family farming [16] [17] [18], which reveals the need for specific government policies to promote sustainable development of FF. Given this reality, it is clear that credit policy is a fundamental instrument for the development of family rural establishments. Over the past 50 years, the Brazilian government has implemented improvements in its rural credit policy, notably with the creation of the National Program for Strengthening Family Farming (PRONAF), specifically targeting small farmers [19] [20] [21] [22].
PRONAF is the main agricultural financing line in Brazil. Since its inception in 1999, it has made more than R$ 21.5 billion available for its subprogram credit lines; In 2018 alone, R$ 3.6 billion were allocated [12]. Nevertheless, the decapitalization of rural producers and limited access to equipment and new technologies are a reality, having, as their primary cause, the difficulty of access to rural credit lines. This is most often observed among low-income farmers in small plots of land in lower-potential productive chains [23] [24] [21] [25].

In this context, this paper aims to contribute to the understanding of the challenges faced by the government in the distribution of credit financing. Considering that the Federative Units of Brazil have specific and antagonistic socioeconomic characteristics, the study aims to analyze PRONAF's resource allocation distribution network.

For this, a social network analysis (SNA) was performed using UCINET 6.0© and NETDRAW 2.166©, to quantify the monetary resources allocated to the states through the PRONAF credit lines.

2. Family Farming in Brazil

A Family Farming in Brazil is composed of a heterogeneous population. From farmers descending from European immigrants, quilombo communities descended from slaves, native Brazilian Indians, and migrant peasants from the Brazilian regions [23] [26]. The settlement program of the National Institute of Colonization and Agrarian Reform (INCRA) has settled many family farmers on small plots of land. Since the 1970s, 9,437 settlement projects have been created throughout Brazil. The distribution of 87.9 million hectares of land benefited 973,471 families [27]. The profile of the Brazilian family producer is contrasting, ranging from households with low-income subsistence agriculture and manual production to farmers with access to technology and mechanized production [28].

Law n° 11,326 [29] defines the prerequisites for framing rural farmers in FF’s national policy to qualify family rural enterprises [26]. To be considered family farmers, in addition to the activities being developed in rural areas, the law states that: i) they must have less than four fiscal modules, whose area varies according to the municipality; ii) the workforce must belong to the family; iii) income must come from rural economic activities only; and iv) the establishment must be family managed.

2.1 Government actions in support of Family Farming

Family Farming is an instrument of socio-economic development and promotes wealth and job generation in rural locations [13] [18]. Also, it has been a source of environmental solutions with management models for the conservation of environmental areas [16] [15].

Over the last decades, governments around the globe have put an effort to execute actions aimed at increasing world FF. The United Nations (UN) declared 2014 the International Year of Family Farming, aiming to discuss with the world community the impacts of family farmers on food security, distributive economic development, and sustainability [8].

Academic research has focused on the topic, highlighting the importance of rural farmers as a tool for income distribution and combating social inequality. However, there is a long way to go to implement a system of public policies that meets the demands of world food security, ensuring livelihoods and sustainable development [9] [31]. In this sense, logistical efficiency in agri-food networks is a prime factor for sustainable production in search of food sovereignty and social welfare of local communities [10].

Actions for the development of Family Farming should have a global, not an isolated vision. It is necessary to create a national development strategy [23]. Therefore, strengthening Family Farming in Brazil must be an ongoing state policy process.

In addition to PRONAF, section 3 approaches another important public policy instrument to support family farming. In recent years Brazil has been formulating actions to strengthen Family Farming. In 2003, the Family Farming Food Acquisition Program (PAA) is instituted [31]. With PAA, the federal government created an institutional market for the acquisition of family agricultural production. This tool aims to ensure food security and support for small farmers [32]. In 2018, 9,675 family farmers submitted 575 projects and received R$ 64.9 million through PAA acquisition instruments [31].

In 2009, another public policy supporting FF was implemented. A law stipulated that 30% of the funds from the National School Meals Program (PNAE) be invested in the direct purchase of FF products, aiming at stimulating the economic and sustainable development of local communities [33].
3. National Program for Strengthening Family Farming (PRONAF)

Regarding social policy, the Family Farming Law (11,326/06) was fundamental to establish concepts and principles, enabling Brazil to develop specific actions aimed at small farmers [34]. Although the Family Farming concept was institutionalized only in 2006, it is noteworthy that the main governmental action related to family farmers was the creation of PRONAF.

Rural credit in Brazil gained importance with the creation of the National Rural Credit System (SNCR) in 1967 [22], becoming at the time one of the main public policy instruments to boost the modernization of agricultural production in Brazil [25].

According to [35], SNCR policy favored the Center-South region of the country, especially the most developed products and users of more advanced technologies, to the detriment of the North-Northeast, traditionally a subsistence monoculture region and with a low incidence of equipment used for agricultural production. In the analysis of [19], the structure of the SNCR focused on capitalized farmers with more economically profitable production chains.

Since the function of credit policy is to promote economic development, it configures a contradiction. Such was the distortion that in the first decade of the program, 1% of producers, i.e. about 10,000 farmers, received 40% of SNCR resources [20]. Rural credit was a catalyst for wealth in favor of the richer: only farmers who could offer greater guarantees received the benefit [22].

In 1994, meeting the demands of social movements linked to family farmers, led by the National Confederation of Agricultural Workers (CONTAG), the Brazilian government institutionalized the Small Rural Production Appreciation Program (PROVAP) [18].

The historical claims of rural producers proposed instruments that could mitigate the deleterious actions of the selective character of the SNCR [25]. However, their results were insignificant as most family farmers had difficulty to access them.

Nevertheless, PROVAP was the structural basis for the creation in 1996 of the first and most important public policy for the rural sector, PRONAF [18]. The program was established to solve the difficulty of access to rural credit by small producers [21] and represented the state’s recognition of a new social category, “family farmers”, so far classified as small producers, family producers, low-income producers or subsistence farmers [24].

PRONAF’s general guideline is to strengthen the productive capacity of family farms, create jobs and income in rural areas, and improve the quality of life of family farmers [36]. Specifically, the authors highlight: a) to adjust public policies according to the reality of family farmers; b) to provide adequate infrastructure to improve the productive performance of family farmers; c) promote the professionalization of family farmers through access to new technologies and social management; and d) insert farmers into input and output markets.

The mechanism of access to PRONAF is the Declaration of Aptitude (DAP), a supporting instrument for framing the farmer as a small producer [37]. Also, the DAP provides smallholder farmers with access to other public policies such as marketing, rural housing programs, and documenting the farmer’s agricultural activities for retirement [18].

In the 20-year historical series (Fig. 1), since its existence, the program has financed about R$ 21.5 billion in rural credit, divided into seventeen credit subprograms.

Figure 1: Pronaf rural credit evolution in Brazil
As illustrated in Figure 1, the analysis of the 20-year historical series saw a growth of approximately 6,000 percent compared to 1999 (R$ 58.7 million) and 2018 (R$ 3.57 billion). However, 87% of the resources were allocated only in southern Brazil.

**Figura 2:** Evolution Pronaf subprograms in Brazil

![Graph showing Pronaf subprograms evolution](image)

Source: Adapt from BNDES (2019).

Pronaf Agricultural Costing represented 11.7%, which aims to finance the payment of expenses with soil preparation, planting, fertilization, crop treatment, and harvest, especially for the family farmer to achieve higher productivity and higher income.

The third main credit line was the Pronaf Conventional (11%), created initially to combat poverty in the Northeast Region, the credit line aims to serve family members with income up to R$ 23,000 a year, and who invest in productive systems with water and feed reserve; recovery and strengthening of regional food crops; recovery and strengthening of livestock and small farms and irrigated semiarid agriculture.

4. Materials and Methods

To analyze the allocations of PRONAF credit line resources to the Brazilian states, exploratory quantitative research was chosen. The study was conducted in the following steps:

**First:** Data on financial flow to the Brazilian states were collected through the PRONAF subprogram credit lines in 2018 from the National Development Bank database [37].

**Second:** The data were structured and compiled using Microsoft Excel in a relational matrix, considering 17 PRONAF credit lines and 27 Brazilian beneficiary states. It was established in two-fold: (i) considering the number of credit lines and the states that receive each benefit; and (ii) demonstrating the number 1 when a connection was produced and 0 otherwise. This arrangement is fundamental to Software UCINET 6.0 ©and Netdraw 2.166 © perform the analysis [38]

**Third:** Considering the relationships between credit line values and resource receiving states, we create a graphical network with the matrix of credit lines and Brazilian beneficiary states and a degree centrality with matrix 1 and 0. The results are discussed in the next section.

5. Results and Discussions

The analysis performed by the UCINET software translates into numbers the scenario of the destination of 17 PRONAF credit lines (Table 2) concerning the 27 Brazilian states. However, it was decided to list only the seven most prominent states. This representation characterizes the actors involved in the processes and their importance in the interaction network.

The first aspect measured was the degree of centrality that indicates how many actors the study agent is related to, and the normalized degree indicates the percentage of the actors involved [38].

Table 1 shows the degree of entry for the Brazilian states, that is, it translates into numbers the lines of credit each state has received.

**Table 1:** Degree of entry
According to Table 1, it is observed that Southern Brazil was responsible for the largest concentration of credit lines. The three southern states, Parana, Rio Grande do Sul, and Santa Catarina obtained fifteen of the seventeen credit lines from the PRONAF program (credit lines such as PRONAF Mais Alimentos and PRONAF Conventional) representing 34%. Then comes the Southeast Region, with the state of Minas Gerais (30%) with twelve and Espírito Santo (25%) with eleven credit lines. The state of Rondônia appears with ten credit lines (23%). It is noteworthy that, of the 27 Brazilian states, the state of Amapá was the only state to have no credit facility for the year 2018.

In Table 2, we chose to analyze the degree of exit, that is, how many interactions credit lines have with the states. These are the types of PRONAF programs studied and the number of times a particular program has been used among Brazilian states.

It is possible to highlight the main programs most used PRONAF Mais Alimentos with 25 interactions, PRONAF Conventional with 22 interactions. The third and fourth-placed PRONAF Aggregate and Livestock Costing have less significant participation with 14 interactions.

Table 2: Degrees of output

<table>
<thead>
<tr>
<th>Programa</th>
<th>OutDegree</th>
<th>nOutDegree</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRONAF More foods</td>
<td>25</td>
<td>0.581</td>
</tr>
<tr>
<td>PRONAF Conventional</td>
<td>22</td>
<td>0.512</td>
</tr>
<tr>
<td>PRONAF Aggregate</td>
<td>14</td>
<td>0.326</td>
</tr>
<tr>
<td>PRONAF Livestock Costing</td>
<td>14</td>
<td>0.326</td>
</tr>
<tr>
<td>PRONAF Agricultural Costing</td>
<td>13</td>
<td>0.302</td>
</tr>
<tr>
<td>Agricultural Costing</td>
<td>12</td>
<td>0.279</td>
</tr>
<tr>
<td>PRONAF Eco</td>
<td>11</td>
<td>0.256</td>
</tr>
<tr>
<td>PRONAF Investment</td>
<td>11</td>
<td>0.256</td>
</tr>
<tr>
<td>PRONAF Agroindustria</td>
<td>10</td>
<td>0.233</td>
</tr>
<tr>
<td>PRONAF Woman</td>
<td>10</td>
<td>0.233</td>
</tr>
<tr>
<td>PRONAF Young</td>
<td>7</td>
<td>0.163</td>
</tr>
<tr>
<td>PRONAF LEC- BACEN</td>
<td>7</td>
<td>0.163</td>
</tr>
<tr>
<td>PRONAF Agroecology</td>
<td>6</td>
<td>0.14</td>
</tr>
<tr>
<td>PRONAF CDCR</td>
<td>4</td>
<td>0.093</td>
</tr>
<tr>
<td>PRONAF Quotas Shares</td>
<td>3</td>
<td>0.07</td>
</tr>
<tr>
<td>PRONAF Collective Integrated</td>
<td>1</td>
<td>0.023</td>
</tr>
<tr>
<td>PRONAF Revitalization and Construction</td>
<td>1</td>
<td>0.023</td>
</tr>
</tbody>
</table>
As can be seen in Table 2, it is possible to observe which programs are most used within the country and each doctrine and to draw a profile of the states that use them. The states in the southern region are more developed for agriculture and their members concentrate much of the PRONAF resources, as can be confirmed in Table 1.

Tables 3 and 4 show how close an actor can connect with other actors in the network. This is the calculation of distances so that actors can connect and interact [38].

In this case of Table 3, it is evident that the states that have the largest number of relationships, Paraná, Santa Catarina, and Rio Grande do Sul are those that also have a greater ability to interact with other stakeholders, receive credit lines from many programs.

**Table 3: Input proximity degree**

<table>
<thead>
<tr>
<th>Estados</th>
<th>inFarness</th>
<th>inCloseness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paraná</td>
<td>1247</td>
<td>3.448</td>
</tr>
<tr>
<td>Santa Catarina</td>
<td>1247</td>
<td>3.448</td>
</tr>
<tr>
<td>Rio Grande do Sul</td>
<td>1247</td>
<td>3.448</td>
</tr>
<tr>
<td>Minas Gerais</td>
<td>1333</td>
<td>3.226</td>
</tr>
<tr>
<td>Espírito Santo</td>
<td>1419</td>
<td>3.030</td>
</tr>
<tr>
<td>Rondônia</td>
<td>1462</td>
<td>2.941</td>
</tr>
<tr>
<td>Goiás</td>
<td>1505</td>
<td>2.857</td>
</tr>
<tr>
<td>Bahia</td>
<td>1505</td>
<td>2.778</td>
</tr>
<tr>
<td>São Paulo</td>
<td>1548</td>
<td>2.778</td>
</tr>
<tr>
<td>Pernambuco</td>
<td>1591</td>
<td>2.703</td>
</tr>
<tr>
<td>Ceará</td>
<td>1591</td>
<td>2.703</td>
</tr>
<tr>
<td>Mato Grosso</td>
<td>1591</td>
<td>2.703</td>
</tr>
<tr>
<td>Rio de Janeiro</td>
<td>1634</td>
<td>2.632</td>
</tr>
<tr>
<td>Mato Grosso do Sul</td>
<td>1634</td>
<td>2.632</td>
</tr>
<tr>
<td>Pará</td>
<td>1677</td>
<td>2.564</td>
</tr>
<tr>
<td>Paraíba</td>
<td>1677</td>
<td>2.564</td>
</tr>
<tr>
<td>Rio Grande do Norte</td>
<td>1720</td>
<td>2.564</td>
</tr>
<tr>
<td>Piauí</td>
<td>1720</td>
<td>2.500</td>
</tr>
<tr>
<td>Sergipe</td>
<td>1763</td>
<td>2.439</td>
</tr>
<tr>
<td>Alagoas</td>
<td>1763</td>
<td>2.439</td>
</tr>
<tr>
<td>Maranhão</td>
<td>1763</td>
<td>2.439</td>
</tr>
<tr>
<td>Tocantins</td>
<td>1806</td>
<td>2.439</td>
</tr>
<tr>
<td>Roraima</td>
<td>1849</td>
<td>2.381</td>
</tr>
<tr>
<td>Distrito Federal</td>
<td>1849</td>
<td>2.326</td>
</tr>
<tr>
<td>Acre</td>
<td>1849</td>
<td>2.326</td>
</tr>
<tr>
<td>Amazonas</td>
<td>1849</td>
<td>2.326</td>
</tr>
<tr>
<td>Amapá</td>
<td>1982</td>
<td>2.273</td>
</tr>
</tbody>
</table>

**Source:** Adapt from BNDES (2019).

Table 4 shows the PRONAF programs that have the greatest ability to interact with each state. The programs that stood out are the same as those mentioned in Table 2, reinforcing what has already been said. These are programs that have better acceptance among the states.

**Table 4: Output proximity degree**

<table>
<thead>
<tr>
<th>Programas</th>
<th>outFarness</th>
<th>outCloseness</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRONAF More foods</td>
<td>817</td>
<td>5.263</td>
</tr>
<tr>
<td>PRONAF Conventional</td>
<td>946</td>
<td>4.545</td>
</tr>
<tr>
<td>PRONAF Aggregate</td>
<td>1290</td>
<td>3.333</td>
</tr>
<tr>
<td>PRONAF Livestock Costing</td>
<td>1290</td>
<td>3.333</td>
</tr>
<tr>
<td>PRONAF Agricultural Costing</td>
<td>1333</td>
<td>3.226</td>
</tr>
<tr>
<td>Agricultural Costing</td>
<td>1376</td>
<td>3.125</td>
</tr>
<tr>
<td>PRONAF Eco</td>
<td>1419</td>
<td>3.030</td>
</tr>
<tr>
<td>PRONAF Investment</td>
<td>1419</td>
<td>3.030</td>
</tr>
<tr>
<td>PRONAF Agroindustria</td>
<td>1462</td>
<td>2.941</td>
</tr>
<tr>
<td>PRONAF Woman</td>
<td>1462</td>
<td>2.941</td>
</tr>
<tr>
<td>PRONAF Young</td>
<td>1591</td>
<td>2.703</td>
</tr>
<tr>
<td>PRONAF LEC- BACEN</td>
<td>1591</td>
<td>2.703</td>
</tr>
<tr>
<td>PRONAF Agroecology</td>
<td>1634</td>
<td>2.632</td>
</tr>
</tbody>
</table>

**Source:** Adapt from BNDES (2019).
6. Conclusion

This research aimed to analyze the distribution of PRONAF financing lines between Brazilian regions and their respective states in 2018. Despite the history of actions focused on public policies in the last 50 years (SNCR-1967, PROPAV-1994 and PRONAF-1996), aiming at facilitating access to rural credit, especially for small farmers, and thus equalizing agricultural financing between lower and upper income farmers, the results of the interaction network analysis highlighted the Southern Region, for presenting a higher concentration of use of these resources.

Resource concentration in southern states has been the subject of discussion for some time through studies [19] [23] [20] [21] [22]. Among the factors observed by the authors and responsible for the greater flow of credit in the South Region, are credit lines directed to projects with broad technological development, farmers holding larger areas of production, inserted in the production of economically more profitable chains.

The survey also highlighted the lowest inflow of rural credit financing in the Northeast and North regions. The regions have opposite characteristics of the Southern Region, subsistence agriculture-based production, manual production, low access to technology, and dispersed on small plots of land.

Although in the first three years of PRONAF (1999-2001) the contribution of resources in the North and Northeast Regions has improved, since 2002, resources are scarce for these regions, especially the Northeast. This scenario is slightly modified from 2017. However, by analyzing the distribution of resources in 2018, the Southern Region maintained its role as the program's main borrower with 88.79%. Therefore, when the data show only 11.21% of the resources distributed among other regions (Southeast 4.88%, Midwest 4.77%, North 1.34%, and Northeast 0.22%), it is concluded that PRONAF has not met one of its main objectives: socioeconomic development and the reduction of social inequalities.
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Abstract. In a port consisting of multiple container terminals, the demand for transportation of containers and cargo among port facilities is high. Almost all transshipment containers bound for a vessel generally are transported from one terminal to another within a short period, which process is known as inter-terminal transportation (ITT). Adequate ITT planning is required in order to reduce ITT-related costs. Minimization of the number of Empty-Truck trips has gained attention, as the ITT problem incurs ITT-related costs. A single Q-Learning-based technique developed in a previous study for minimization of the number of empty-truck trips required high computational time while learning from a considerable amount of orders data. This paper proposes multi-agent Q-Learning to improve the performance offered by the previous single-agent-based model. Our results show that multi-agent Q-Learning performs better than the single-agent alternative in terms of computation time and, therefore too, the quality of its results.

Keywords: Inter-Terminal Transportation, Empty-Truck Trips, Multi-agent Q-Learning

1. Introduction

The immense growth of global trade has greatly increased the numbers of containerized shipments, which fact obliges most major ports to develop more terminals to satisfy the swelling container transport demand. Adding more terminals, however, increases the demand for transportation of containers between different terminals in a port, which process is known as inter-terminal transportation (ITT). A shipping liner has an exclusive contract with a trucking company to transport a container from one terminal to another. This container transportation process might produce empty-truck trips if the trucking company does not perform adequate planning. According to [1], [2], one of the efficient-ITT objectives is the minimization of Empty-Truck trips. Appropriate planning is crucial in achieving such objectives in support of a port’s competitiveness. [3] states that Empty-Truck trips at container terminals remain a critical problem, since trucks are still the primary mode of freight transportation in most terminals, and the trucking company has to pay the costs incurred whether the truck's cargo space is filled or empty. Busan New Port is the new port of Busan developed by the South Korean government to alleviate cargo congestion. It operates five container terminals with 23 berths (of 45 planned). According to data collected in 2013, approximately 2600 containers are moved between the terminals each day [4]. The ITT evaluation project conducted by Busan Port Authority (BPA) in 2014 [5] indicated how critical efficient ITT operations are to the competitiveness of many large seaports. In our previous study, [6], we attempted to alleviate Empty-Truck trips using single-agent Q-Learning. Q-Learning is one of the Reinforcement Learning (RL) methods that can be applied to solve a broad spectrum of complex real-world problems such as robotics, manufacturing, and others. Despite its interesting properties, Q-Learning is a prolonged method that requires a long training time to learn an acceptable policy. Based on our previous study, the performance of single-agent Q-Learning is acceptable when learning from a small amount of data, but the performance drops as the data significantly expands in size. In order to solve or at least minimize this
problem, [8] and [9] propose multi-agent models to speed up the learning process and to gain better results. Thus too, in the present study, multi-agent Q-learning was employed to overcome the performance problem of the previous single-agent Q-learning.

This paper is organized as follows. Section 2 discusses the related work, section 3 provides the problem description, section 4 outlines the proposed multi-agent Q-Learning, and section 5 presents the experimental results. Finally, section 6 draws conclusions and looks forward to future work.

2. Related Work

In the literature, several studies on the reduction of the number of Empty-Truck trips can be found. [10] conducted a comprehensive review of the Empty-Truck problem at container terminals. The author identified the causes, benefits, and constraints, and proposed two collaborative approaches, namely collaborative logistics network (CLN) and shared transportation, to overcome the problem. [11] proposed a collaborative Truck Appointment System (TAS) to reduce Empty-Truck trips and evaluated that approach with a simulation model based on a case study with real-world data from Santo Antonio, Chile. The result showed that collaborative TAS might be a useful tool to reduce Empty-Truck-trip numbers. [12] proposed a mathematical approach that combines multiple trips, such as import, export, and inland trips, in a specific port environment. This study considered a scheme to reduce the number of total Empty-Truck trips, whereby two 20 ft containers are carried simultaneously on the same truck and according to the same load unit. [13] used modified Q-Learning to find a more optimal travel plan for an on-demand bus system. Most of the previous studies mentioned above, tackled problems with similar characteristics to those of ITT-related problems, such as the transportation mode used, the transportation demand, the transportation capacity, the order time-window, and transportation trip plans. Utilization of the RL approaches to solve ITT-related problems, meanwhile, remains limited. But certainly, as emphasized in [9], performance improvement of single-agent RL remains an interesting topic of discussion as well as an opportunity for further research.

3. Problem Description

ITT refers to container transportation between separated port facilities such as container terminals, empty container depots, repair stations, logistics facilities, dedicated transport terminals, and administrative facilities. Essential information needing to be provided in ITT operations includes ITT demand, origin, destination, delivery time-windows, available modes, and available connections [14]. In our present case, all of the essential information was known in advance. A solution to the ITT problem had to satisfy the following feasibility restrictions: each transport task has to be performed, and it must be performed by only one truck; the transport task has to be performed within its given time window. In the beginning, the starting location of the truck is terminal 1. After the truck has served a task, its ending location will be the destination of the task it has performed. TABLE 1 shows an example of a task table, which consists of task id, origin, destination, start, and end of the time window. In our case, only five terminals (T1, T2, T3, T4, and T5) involved as origin and destination. The objective of our case is to produce a trip plan that entails the minimum number of Empty-Truck trips for a given task list. Utilization of RL helped to determine which task was to be served next under certain conditions in order to minimize the number of Empty-Truck trips.

<table>
<thead>
<tr>
<th>Task Id</th>
<th>Origin</th>
<th>Destination</th>
<th>Start TW</th>
<th>End TW</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>T1</td>
<td>T3</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>T3</td>
<td>T1</td>
<td>0</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>T2</td>
<td>T5</td>
<td>20</td>
<td>80</td>
</tr>
<tr>
<td>4</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
In our previous study [6], single-agent Q-learning was utilized to learn from different numbers of container transportation tasks (10, 20, 40, 80, 180) consisting of task id, origin, destination, start, and end of time window. Q-learning required 59 seconds for learning from the 180 tasks, and which time duration increased drastically for more than 180 tasks. This performance issue became a significant problem when Q-learning had to learn from real ITT data that might contain thousands of tasks.

4. Proposed Multi-agent Q-learning

This section presents single-agent Q-learning along with the proposed multi-agent Q-learning. Fig. 1 provides an overview of the RL component, which consists of state (s), action (a), and reward (r). An agent interacts with the environment by executing an action in the current state; the agent receives a reward from the environment and moves to the next state. The reward acts as feedback that indicates how good the actions chosen by the agent from a state were.

**Figure 1.** Reinforcement learning component

4.1. Single-agent Q-learning

Q-learning, the most popular among the RL algorithms, is categorized as a model-free algorithm since it does not require any knowledge of the agent’s environment. In single-agent Q-learning, the environment is mapped into a finite number of states. In any state, an agent can choose an action according to a given policy. The agent learns the optimal state-action value for each state-action pair based on the principle of Dynamic Programming (DP) and realizes it with the Bellman Equation (BE) [15]. The agent attempts to determine the optimal policy in order to maximize the sum of discounted expected rewards [16]. Single-agent Q-learning is updated using the following equation (1)[17]:

\[
Q(s,a) \leftarrow (1-\alpha)Q(s,a) + \alpha[r(s,a) + \gamma \sum_{s'} P(s'|s,a) \text{Max}_{a'} Q(s',a')] 
\]

where \(Q(s,a)\) is the Q-value and \(r(s,a)\) is the immediate reward in state \(s\) corresponding to action \(a\), \(a' \in \{a\}\) is the action in the next state \(s' \in \{s\}\), \(\gamma \in [0,1]\) denotes the discounting factor, and \(a \in [0,1]\) is the learning rate. Q-learning estimates the Q-value based on both the current state and its expected values in the future, where \(r(s,a) + \gamma \sum_{s'} P(s'|s,a) \text{Max}_{a'} Q(s',a')\).

The Q-function updates the Q-values continuously and stores them in a table called Q-table. Based on [6], our Q-table structure is a matrix of size \(n \times m\), where \(n\) is the number of possible actions of an agent, and \(m\) is the number of states in the environment. The state and action space of our Q-learning is 240 states and five actions, respectively.

4.2. Proposed Multi-agent Q-learning

Fig. 2 shows the learning architecture of multi-agent Q-learning. The design of the proposed multi-agent Q-learning was adopted from [9], which implemented one of the partitioning techniques known as domain decomposition. This technique will divide the whole data, which is learned by RL, into several groups. And, each group of data will be assigned to an identical agent. In other words, the learning process of each agent operating over a different portion of the Q-table will focus on one subgroup of
states. An agent maintains its own Q-table while learning. At the same time, at every end of the learning episode, an agent must store its Q-value to the global Q-table by considering the specific updating rule. The structures of global and local Q-tables are the same. The local Q-table is used by an agent for storage of Q-values as learning results from a segment of the data. The global Q-table is used to save the optimal learning results from all of the agents.

Figure 2. The architecture of multi-agent Q-learning

With the architecture shown in Fig. 2, synchronization between the global and local Q-tables becomes a challenging issue. A specific rule must be applied to prevent the race condition and unexpected overwriting value in the global Q-table. The following rule is applied when updating the Q-value in the global Q-table:

\[
Q^{\text{global}}(s,a) = \begin{cases} 
Q^{\text{local}}(s,a), \text{ if } Q^{\text{local}}(s,a) < Q^{\text{local}}(s,a) \\
Q^{\text{global}}(s,a), \text{ otherwise}
\end{cases}
\]  

(2)

The agent performs the process of updating the global Q-table after finishing one episode of learning, and notably, this process runs only one way, from local Q-table to global Q-table.

5. Experimental Results

The algorithm was implemented in Python and run on a PC equipped with an Intel® Xeon® CPU E3-1230 v5 of 3.40 GHz and 16GB memory. To assess the proposed method, we considered three scenarios for the numbers of tasks (250, 500, and 1000 tasks, respectively) and three scenarios for the number of agents (1, 2, and 4 agents). Each task is characterized by origin, a destination, start and end time-window, as shown in TABLE 1, and a task can be assigned to one truck only. A truck will serve tasks for 8 hours (one shift standard period) as a constraint. For the Q-learning configurations, the \( \gamma \) value was set to 0.9, and \( \alpha \) was set to 0.01; the algorithm ran for 100 episodes.

Table 2. Computational time and Empty-Truck-trips comparison for each scenario

<table>
<thead>
<tr>
<th>No</th>
<th>Tasks</th>
<th>1 Agent</th>
<th>LETT</th>
<th>2 Agents</th>
<th>LETT</th>
<th>4 Agents</th>
<th>LETT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>250</td>
<td>564.976 s</td>
<td>124</td>
<td>562.137 s</td>
<td>121</td>
<td>564.027 s</td>
<td>124</td>
</tr>
<tr>
<td>2</td>
<td>500</td>
<td>955.672 s</td>
<td>172</td>
<td>953.385 s</td>
<td>180</td>
<td>954.154 s</td>
<td>178</td>
</tr>
<tr>
<td>3</td>
<td>1000</td>
<td>1404.323 s</td>
<td>236</td>
<td>1401.285 s</td>
<td>230</td>
<td>1403.836 s</td>
<td>232</td>
</tr>
</tbody>
</table>

TABLE 2 compares the computational time and Empty-Truck trips for each scenario. The single-agent here was used as a baseline for the comparison in order to determine whether the multi-agents obtain a better result of not. In terms of computational time, all of the scenarios showed a slight decrement within the range of 1 to 3 seconds when the number of agents was increased. On the contrary, the increasing
number of agents did not always lead to a minimal number of Empty-Truck trips. In both respects, scenario 3 obtained better results than did scenarios 1 or 2.

Table 3. Computational time speedup comparison for each scenario

<table>
<thead>
<tr>
<th>Num. of the agent(s)</th>
<th>Number of tasks</th>
<th>250 Tasks</th>
<th>500 Tasks</th>
<th>1000 Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Speedup</td>
<td>Time</td>
<td>Speedup</td>
</tr>
<tr>
<td>1</td>
<td>564.976 s</td>
<td>---</td>
<td>955.672 s</td>
<td>---</td>
</tr>
<tr>
<td>2</td>
<td>562.137 s</td>
<td>2.839 s</td>
<td>953.385 s</td>
<td>2.287 s</td>
</tr>
<tr>
<td>4</td>
<td>564.027 s</td>
<td>0.949 s</td>
<td>954.154 s</td>
<td>1.518 s</td>
</tr>
</tbody>
</table>

TABLE 3 shows the speedup improvement of the computational time for each scenario. Overall, the increasing number of agents decreased the computational time by up to 3 seconds. The use of two agents in all of the task scenarios obtained a better speedup (2.7213 seconds of average decrement) in computational time than did the use of four agents, which obtained 0.984 seconds of average decrement.

![Acc. Rewards Comparison (Single vs Multi-Agent)](image)

Figure 3. Rewards comparison between single-agent RL, two agents, and four agents for scenario 3

Fig. 3 shows the rewards comparison between the single-agent and multi-agents for scenario 3. At the end of the episode, single-agent RL obtains better rewards than did multi-agent RL. Nonetheless, overall, multi-agent RL outperformed single-agent RL, since, in most episodes, such as 20 to 75, it gained better rewards than did single-agent RL.

6. Conclusion

In this paper, we have presented a multi-agent Q-learning implementation. The multi-agent architecture adopts the concept of domain decomposition, which divides the data into several groups, and assigns each group to identical RL agents to be learned. The results obtained show that, overall, multi-agent RL has the potential to speed up the computational time by increasing the proper number of agents, and, thereby, to achieve a better result. However, the expected significant improvement was not achieved. Based on our investigation, the strategy on how the agents synchronize its local and global Q-table becomes one of the bottlenecks for the computational time. Therefore, the critical challenge when dealing with multi-agents is the cost of synchronization between the global Q-table and the agent's local Q-table, which might affect the overall computational time. This notwithstanding, domain decomposition will enable the multi-agents to handle the larger problem. The alternative architecture and strategy are needed in the future works to solve the cause of computational time bottlenecks. The applicability of the proposed approach, however, remains limited by the following factors: the number of container terminals is fixed (i.e., five), the number of tasks is static (i.e., known in advance), the number of available trucks is manually determined in advance (i.e., 40 trucks for scenario 1 and 2, 100 trucks for scenario 3) and the capacity of the truck is only one container. The study of ITT is drawing more attention these days, simply because container port competitiveness is so critical. Designing RL methods to solve more complex and more realistic ITT
problems, such as multi-objective inter-terminal truck routing, collaborative inter-terminal transportation, and dynamic trip planning, is the goal and the opportunity of future research.
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Abstract. Soybean plays an important role in world agribusiness. Nowadays, Brazil is the largest global exporter and the main impact for the country is transportation costs. These costs are influenced by the mode of transport used, distance to the cargo ports and infrastructure. The Piauí state, for instance, is the new frontier of soybean production in Brazil with a low cost of land and excellent productivity rates. However, the logistics infrastructure affects the profitability of growers and transporters. In this sense, this article analyzes the transportation costs of soybean movements among Piauí regions and cargo ports and explores different scenarios considering the future implementation of the railway service. The results showed that despite efforts to improve the movement of soybean exports from Piauí state, with the building of a new railway and two new routes, the current route remains the best option for growers and transporters.
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1. Introduction

Soybean is one of the leading world commodities, being consumed in nature, as bioproducts and as the main protein source of animal feed. The major producers of this grain are Argentina, Brazil, and the United States, with China as the world-leading importer [1]. Due to the need for large planting areas and adequate climate, soybean needs to be transported over large distances domestically and abroad to be processed and consumed. Therefore, the costs and investments in the supply chain and logistics play an essential role in the competitiveness of this product.

The transportation costs in Brazil, for example, are extremely high while the land cost is very low. Hyland [2] emphasizes that soybean production costs in the United States are higher compared to South American countries; however, domestic transportation costs are significantly lower. Brazil, for example, has higher grain yields at lower production costs [3], but transportation costs may reach 146% higher during the harvest [4].

The primary consumer market for soybean is China. The Chinese government has been increasing grain imports in recent years due to the growing demand determined by improved population quality of life and changes in consumption structure [5]. The imports of Chinese grain increased from 84.64 Mt in 2013 to 130.62 Mt in 2017, an increase of 54% [6].

In this scenario, Brazil appears as one of the leading global soybean exporters but faces bottlenecks related to the lack of transport infrastructure with limited rail availability and high dependence on roadway modal [3]. The problem is increasing due to the migration of production to regions with lower land costs but with a more deficient logistics infrastructure. One of these new production centers is the state of Piauí.

The main logistical problem of the state is the lack of a port of discharge. The closest port to the Piauiense Savanna vegetation is the Port of Itaqui which operates Mato Grosso grain production and handled 8.5 million tons in 2018. The route between Piauí Savanna and Itaqui only can be made by truck. Piauí production is accounting for 9% of total Brazilian soybean exports and almost 8% of exports to China.

Currently, the road transport alternative from production to the port is the most used in the Piauiense Savanna [7] and is ongoing a railway constructing linking the city of Eliseu Martins to the ports of Pecem and Suape, in Ceara and Pernambuco state respectively.
Based on this new future opportunity to move grains from the state to the ports that the present article analyzes whether the current characteristics of logistic flow such as cost, transport time and distance impact will be improved with these new routes. For this purpose, a cost comparison was made between the current route and the projected routes, considering the distances and costs per route between the soybean-producing municipalities and the destinations.

This article is structured as follows: After the Introduction, Methodology session 2 presents different scenarios considering origin and destinations, in addition to the use of available and designed modes. This method has been used in other countries with different results. In session 3 the results of the research are presented, and the discussion was held.

2. Methodology

This paper aims to analyze the routes available for the Soybean Transport from the Piauiense Savanna to the available cargo ports and to project future situations using other modes of transport for the soybean flow to the port. The railroad used in the analyzes it is still under construction. In the near future, this railway will enable producers to make strategic decisions involving time and cost. This study also seeks to offer guidelines for new projects and to improve the logistics infrastructure of Brazilian exports of soybean, as well as grain exports in general.

Based on the research developed by Ndembe [8] on transport logistics in Australia, with the analysis of different scenarios on rail sections from origin and destination to compose transport costs and time, and studies from Ghaderi [9] who verified the system of logistics transport Vietnamese, discussing the logistics infrastructure based on strategic dimensions that involve aspects of the infrastructure, we decided to verify the case of the state of Piaui.

In addition, this study also adopted the work of Banomyong [10] who explored the various transport route alternatives and methods available for exporters from Laos, Asian countries to make it easier to sell their products to the European Union. The authors used a multimodal transport model to verify route alternatives, using the following variables: cost, time, distance, mode of transport and transshipment.

Specifically, the present study adopted the following procedures:

- First, the values of road freight were established using the values of freight provided by the Brazilian National Land Transportation Agency - ANTT [11]. The value of road freight was considered according to Resolution No. 5820/2018 of the entity defining the minimum road freight. The road distances were consulted on Google Maps®. The routes envisaged considered road displacements from municipalities to the Ports. The size of the trucks considered in the analysis for bulk cargo was 7-axle, two-axle profile, carrying 38 tons of soybean per trip [12]. The Freight cost is considered per kilometer.

- Second, the rail freight was performed regarding the spreadsheet of the West SA stretch concessionaire Latin America logistics - ALL controlled by ANTT Resolution No. 3730/2011 [13] corresponding to the transportation of soybeans that operates in the Midwest region of Brazil, as a reference, once Transnordestina railway mentioned is not running yet.

- Third, a formation of the routes and the determination of the values follow steps presented in Figure 1. Eleven cities were chosen, which represent 96% of the soybean production of the state.

To calculate the cost of the routes we used equations 1, 2 and 3.

\[
FRA = D_{Itq} \times C_{fr}
\]  

(1)

Where:

FRA = Current Freight Cost in Dollar / Ton
D_{Itq} = Road distance from the municipality to Porto Itaqui-MA in KM
*C_{fr} = Freight cost Dollar / ton / KM: 
Define municipalities and geographical location

Choice of Exports Ports

Definition of freight costing criteria governmental

Best route analysis

Definition of alternative routes considering the projects and transport modal

Rout pricing

Final cost per scenario

Figure 1: Data preparation steps for method application

\[ TFR = (\text{DistEM} \times \text{CRdFr}) + \text{Tcost} + (\text{DistFP} \times \text{RIFr}) \]  \hspace{1cm} (2)

Where:

TRF = Total freight cost Dollar / ton
DistEM = Road distance from the municipality to the city of Elizeu Martins, intermodal point for the KM rail
CRdFr = Road Freight Cost Dollar / ton / KM
Tcost = Transfer cost Dollars / ton
DistFP = Railway Distance to destination cargo port KM
RIFr = Rail Freight Cost Dollar / ton / KM

\[ \text{CFR} = \text{Dist} \times \text{CkmE} \times \text{NA} \]  \hspace{1cm} (3)

Where:

CFR = Freight Cost road
Dist = Distance
CkmE = kilometer cost per axle
NA = number of axes

3. Results

3.1 Soybean Logistics in Piauí State

Piauí is in the third position at the soybean exporter ranking in northeastern Brazil according to the United States Department of Agriculture - USDA [3]. It has a great potential for expansion due to the availability of areas. According to Gibbs [15] the area of MATOPIBA - Soybean production area that encompasses

\[ \text{Road Freight} = \text{Distance Distance by Track} \times \text{Standard cost per kilometer related to the number of axles of the truck according to the stretch.} \]

\[ \text{Rail Freight} = \text{freight cost per ton} / \text{km between 810 and 1,600 km for soybean.} \]
the states of Maranhão, Tocantins, Piauí and Bahia, that also includes Piauí, is one of the most recent areas of expansion of soy production.

The state current logistics are operationalized as shown in Figure 2.

![Figure 2: Current soybean runoff situation](image)

The smallest portion of the soybean production of the Piauí is destined for domestic consumption and the majority (around 90%) is exported [16]. Currently, the production is all transported to Ports by trucks. Soybeans destined for domestic consumption are usually purchased by trades such as the company Bunge Food Company, headquartered in the municipality of Uruçuí / PI. The company crushes to produce bran and oil to supply nearby markets mainly for animal feed, as well as other human consumption products.

Regarding the external market, Brazilian Federal Government are building a new railway among the city of Eliseu Martins in Piauí connecting the Ports of Pecem, Ceará state and Suape, Pernambuco state [17], Figure 3.

![Figure 3: Transnordestina Railway Project Map. Retrieved from [17]](image)

3.2 Cost Statement of Freight and Rout Projections

The soybean outflow to the foreign market should consider the distances traveled from farms to ports or farms to rail terminals. This article used the distance between the downtown of the municipalities and cargo...
ports. In addition to the mentioned aspects, the value of freight did not consider the period of high demand or harvest, as freight usually gets higher due to the increased demand for transportation.

As mentioned early, three situations are compared. First, the production areas to Port of Itaqui, Table 1. Second, production areas to Port of Pecem using intermodal system (road + rail), Table 2. Third, production areas to Port of Suape using intermodal system (road + rail), Table 3. Soybean reference values were surveyed on 6/18/2019 from $ 312.82 [18] a ton and the exchange rate in one dollar to $ 4,1734 [19] quote at the Brazilian central bank in 09/23/2019.

Regarding Tables 1, 2 and 3, the representation of the reference values of soybean transportation costs considered acceptable in the literature represents 30% of the total value [20].

A study from USDA [3] presented a table with the freight costs of the municipality of Bom Jesus-PI to Porto worth U$ 0.0358, however, two years ago, when compared to the survey data, represents an increase of 28.49%, in addition to the rising cost of fuel in recent years. It is believed that the new pricing policy established by the Brazilian government following the strike movements in 2018, among other things, influenced this variation.

**Table 1:** Current flow to Itaqui Port

<table>
<thead>
<tr>
<th>Municipalities Origin - Soybean producers</th>
<th>Road distance (KM)</th>
<th>freight cost / ton U$</th>
<th>Total Freight Cost U$</th>
<th>Transit time day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baixa Grande do Ribeiro</td>
<td>970</td>
<td>0,042</td>
<td>40,674</td>
<td>1</td>
</tr>
<tr>
<td>Uruçuí</td>
<td>749</td>
<td>0,051</td>
<td>38,387</td>
<td>1</td>
</tr>
<tr>
<td>Ribeiro Gonçalves</td>
<td>796</td>
<td>0,047</td>
<td>37,087</td>
<td>1</td>
</tr>
<tr>
<td>Bom Jesus</td>
<td>941</td>
<td>0,046</td>
<td>43,404</td>
<td>1</td>
</tr>
<tr>
<td>Santa Filomena</td>
<td>1045</td>
<td>0,046</td>
<td>47,714</td>
<td>1</td>
</tr>
<tr>
<td>Currais</td>
<td>954</td>
<td>0,046</td>
<td>44,004</td>
<td>1</td>
</tr>
<tr>
<td>Gilbués</td>
<td>1106</td>
<td>0,046</td>
<td>50,499</td>
<td>1</td>
</tr>
<tr>
<td>Sebastião Leal</td>
<td>760</td>
<td>0,047</td>
<td>35,764</td>
<td>1</td>
</tr>
<tr>
<td>Monte Alegre do Piauí</td>
<td>1096</td>
<td>0,046</td>
<td>50,043</td>
<td>1</td>
</tr>
<tr>
<td>Corrente</td>
<td>1183</td>
<td>0,046</td>
<td>54,015</td>
<td>1</td>
</tr>
<tr>
<td>Palmeira do Piauí</td>
<td>914</td>
<td>0,046</td>
<td>42,159</td>
<td>1</td>
</tr>
</tbody>
</table>

* Lowest value  * Highest value

**Table 2:** Flow from Eliseu Martins to PECÉM / CE Port via Transnordestina Railway

<table>
<thead>
<tr>
<th>Municipalities Origin - Soybean producers</th>
<th>Road distance (km)</th>
<th>Road Freight cost / ton (U$)</th>
<th>Railway distance (km)</th>
<th>Cost freight/ ton Railway (U$)</th>
<th>Transshipment cost (U$)</th>
<th>Total Freight Cost (U$)</th>
<th>Transit time (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baixa Grande do Ribeiro</td>
<td>291</td>
<td>0,055</td>
<td>1112</td>
<td>0,037</td>
<td>0,4</td>
<td>57,182</td>
<td>3</td>
</tr>
<tr>
<td>Uruçuí</td>
<td>174</td>
<td>0,062</td>
<td>1112</td>
<td>0,037</td>
<td>0,4</td>
<td>52,101</td>
<td>3</td>
</tr>
<tr>
<td>Ribeiro Gonçalves</td>
<td>280</td>
<td>0,055</td>
<td>1112</td>
<td>0,037</td>
<td>0,4</td>
<td>56,582</td>
<td>3</td>
</tr>
<tr>
<td>Bom Jesus</td>
<td>142</td>
<td>0,062</td>
<td>1112</td>
<td>0,037</td>
<td>0,4</td>
<td>50,118</td>
<td>3</td>
</tr>
<tr>
<td>Santa Filomena</td>
<td>412</td>
<td>0,075</td>
<td>1112</td>
<td>0,037</td>
<td>0,4</td>
<td>72,032</td>
<td>3</td>
</tr>
<tr>
<td>Currais</td>
<td>153</td>
<td>0,062</td>
<td>1112</td>
<td>0,037</td>
<td>0,4</td>
<td>50,800</td>
<td>3</td>
</tr>
<tr>
<td>Gilbués</td>
<td>305</td>
<td>0,051</td>
<td>1112</td>
<td>0,037</td>
<td>0,4</td>
<td>56,950</td>
<td>3</td>
</tr>
<tr>
<td>Sebastião Leal</td>
<td>100</td>
<td>0,010</td>
<td>1112</td>
<td>0,037</td>
<td>0,4</td>
<td>51,290</td>
<td>3</td>
</tr>
<tr>
<td>Monte Alegre do Piauí</td>
<td>295</td>
<td>0,055</td>
<td>1112</td>
<td>0,037</td>
<td>0,4</td>
<td>57,400</td>
<td>3</td>
</tr>
<tr>
<td>Corrente</td>
<td>382</td>
<td>0,051</td>
<td>1112</td>
<td>0,037</td>
<td>0,4</td>
<td>60,897</td>
<td>3</td>
</tr>
<tr>
<td>Palmeira do Piauí</td>
<td>113</td>
<td>0,062</td>
<td>1112</td>
<td>0,037</td>
<td>0,4</td>
<td>48,321</td>
<td>2</td>
</tr>
</tbody>
</table>

* Lowest value  * Highest value
### Table 3: Flow from Eliseu Martins to SUAPE / PE Port via Transnordestina Railway

<table>
<thead>
<tr>
<th>Municipalities Origin - Soybean producers</th>
<th>Road distance (km)</th>
<th>Road freight cost / ton (U$)</th>
<th>Railway distance (km)</th>
<th>Cost freight/ ton (Railway U$)</th>
<th>Transshipment cost (U$)</th>
<th>Total Freight Cost (U$)</th>
<th>Transhipment time (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baixa Grande do Ribeiro</td>
<td>291</td>
<td>0,055</td>
<td>1130</td>
<td>0,037</td>
<td>0,4</td>
<td>57,633</td>
<td>3</td>
</tr>
<tr>
<td>Uruçuí</td>
<td>174</td>
<td>0,062</td>
<td>1130</td>
<td>0,037</td>
<td>0,4</td>
<td>52,552</td>
<td>3</td>
</tr>
<tr>
<td>Ribeiro Gonçalves</td>
<td>280</td>
<td>0,055</td>
<td>1130</td>
<td>0,037</td>
<td>0,4</td>
<td>57,031</td>
<td>3</td>
</tr>
<tr>
<td>Bom Jesus</td>
<td>142</td>
<td>0,062</td>
<td>1130</td>
<td>0,037</td>
<td>0,4</td>
<td>50,570</td>
<td>3</td>
</tr>
<tr>
<td>Santa Filomena</td>
<td>412</td>
<td>0,075</td>
<td>1130</td>
<td>0,037</td>
<td>0,4</td>
<td>72,485</td>
<td>3</td>
</tr>
<tr>
<td>Currais</td>
<td>153</td>
<td>0,062</td>
<td>1130</td>
<td>0,037</td>
<td>0,4</td>
<td>51,250</td>
<td>3</td>
</tr>
<tr>
<td>Gilbués</td>
<td>305</td>
<td>0,051</td>
<td>1130</td>
<td>0,037</td>
<td>0,4</td>
<td>57,405</td>
<td>3</td>
</tr>
<tr>
<td>Sebastião Leal</td>
<td>100</td>
<td>0,010</td>
<td>1130</td>
<td>0,037</td>
<td>0,4</td>
<td>51,742</td>
<td>3</td>
</tr>
<tr>
<td>Monte Alegre do Piauí</td>
<td>295</td>
<td>0,055</td>
<td>1130</td>
<td>0,037</td>
<td>0,4</td>
<td>57,657</td>
<td>3</td>
</tr>
<tr>
<td>Corrente</td>
<td>382</td>
<td>0,051</td>
<td>1130</td>
<td>0,037</td>
<td>0,4</td>
<td>61,354</td>
<td>3</td>
</tr>
<tr>
<td>Palmeira do Piauí</td>
<td>113</td>
<td>0,062</td>
<td>1130</td>
<td>0,037</td>
<td>0,4</td>
<td>48,777</td>
<td>3</td>
</tr>
</tbody>
</table>

*a Lowest value  b Highest value

### 3.3 Freight costs and routes remarks

Table 4 shows the cost of freight in the current stretches and hypotheses of the Transnordestina railway to the ports of Pecém and Suape.

#### Tabela 4: Scenario Comparison

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Highest freight costs found (US$)</th>
<th>Lowest freight costs found (US$)</th>
<th>Average freight costs (US$)</th>
<th>Soybean Ton (US$)</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current scenario</td>
<td>$43,97</td>
<td>$38,387</td>
<td>$54,015</td>
<td>$312,82</td>
<td>14,05%</td>
</tr>
<tr>
<td>Scenario Simulation I</td>
<td>$55,78</td>
<td>$48,321</td>
<td>$72,032</td>
<td>$312,82</td>
<td>17,83%</td>
</tr>
<tr>
<td>Pecém Transnordestina</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scenario Simulation II</td>
<td>$56,24</td>
<td>$48,777</td>
<td>$72,485</td>
<td>$312,82</td>
<td>17,97%</td>
</tr>
<tr>
<td>Suape Transnordestina</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4 presents the percentage of cargo freight on soybean prices. The value differences between flows are relatively small. In the two scenarios projected with the railway, costs are bigger compared to the current situation. One of the factors that increase intermodal freight costs is the long road distance from producing cities to the rail terminal, south as the case of Santa Filomena- PI whose distance is 512 km from the terminal.
The transit times when using rail is higher in both simulations involving the scenarios II and III. The differences found presented a percentage of approximately 3% higher than in the current scenario. The use of rail transport was expected to reduce the value of freight.

4. Conclusions

The study identified the unfeasibility of investment in Transnordestina railway considering the soybean movement of Piauí. Comparing the higher freight of the simulations with the current section, a cost growth of 33.35% is expected. Moreover, the port of São Luís has been more competitive, taking third place in 2017, with 8% of soybean exports to China [21]. Therefore, it comes the advantage of continuing to distributing soybeans through the port in ITAQUI-Northeast Brazil is the largest soybean exporter to China. The results allow concluding that railway projected need to be modified or improved to better meet the logistic needs for soybean production in Piauí.
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1. Introduction

In the past decade, recommender systems have been largely used by retail companies to promote their products and to increase sales. Studies have shown that recommender systems can be responsible for up to 35% of online sales [22]. Research in the domain of recommendation in general has attracted a lot of interest, especially regarding the accuracy of recommendations. However, very little work has been done concerning the consideration of supply chain constraints in product recommendations [1]. In today’s global markets, customers have heightened expectations about companies’ services, expecting shorter lead-times and cheaper delivery costs [2]. In order for companies to be able to meet customers’ requirements, recommendations that are made should consider the capacity of the network to deliver products to the customer during a defined time window. This paper presents a first approach into the consideration of delivery constraints such as scheduled deliveries, remaining capacities and delivery constraints in product recommendations. The remainder of this paper is structured as follows: Section 2 presents the state of the art regarding recommender systems and delivery constraints in a supply chain. Section 3 presents the problem definition, followed by section 4 with a proposed method depicted in six stages. Section 5 presents a case study. A conclusion is presented in section 5.

2. State of the art

2.1. Recommender systems

Recommender systems are tools that help users receive personalised content to address the problem of information overload. They have been defined as programs that predict a user’s interest in an item based on related information about the items, the users and the interactions between items and users [3]. Many approaches and techniques have been presented in classical literature, the most widely used and accepted
Collaborative filtering (CF) is a literature choice for e-commerce recommendations [7] and is based on the assumption that a person is more likely to have preferences that are similar to those of people that are considered similar to the active user. CF is usually categorised into memory-based collaborative filtering and model based collaborative filtering, and requires data on the users [3].

Content-based recommender systems (CBF) are based on the characteristics of the products or services consumed by the user [8]; these use data about item descriptions and characteristics and do not require information about the user.

Hybrid recommender systems commonly use both content-based filtering and collaborative filtering. [9] presents seven classes of hybrid recommendation techniques. Other recommendation techniques have also been developed and are presented in a survey from [3], the methods usually consider social, demographic or contextual data. [3] also presents a hierarchy of data used for the computation of product recommendations. Although a variety of data has been used to compute recommendations, to the best of our knowledge no previous work has considered quasi-real time information about the network state and delivery constraints in product recommendations.

2.2. Delivery constraints in the supply chain

Using e-commerce as a channel for distribution has increased complexity with regards to delivery services. Clients have a variety of options for buying products and can easily switch from one retailer to another, which makes client retention complex. A recent report [10] states that the speed of delivery as well as the rapid availability of products are the main expectations of more than one in two consumers. The efficiency of delivery has become a necessity to be competitive and survive in market conditions [11]. Delivering products to a customer in a time frame that is considered acceptable to the customer is not a new problem; a lot of research is being conducted to minimize both costs and lead-time, whether that is by using traditional pick-up and delivery problems by considering a dedicated fleet [12] or more recent approaches, such as considering crowdsourced and real-time deliveries [13].

Many constraints need to be considered to evaluate the cost of delivering to a customer [14]. Some of the constraints are: the availability and the number of vehicles, the number and locations of pick-up and delivery points, the time windows for delivery, the precision of the time of delivery, physical constraints of products, the capacity of the vehicles, travel distance, vehicle-supported physical constraints, and more. The delivery problem in e-commerce is usually presented as the dynamic routing problem (DVRP) with pick-up delivery and capacity constraints in a given time. A variety of solutions to this problem have been presented in the literature; depending on the size of the problem, the solution can be optimal or can be found using meta heuristics and heuristics. Solutions obtained through the Dantzig-Wolfe decomposition are leading the field [15]. Near-optimal solutions have also been found using [16],[17],[18],[19],[20].

Results vary in terms of accuracy and computational time and cost [21]. Many techniques are available to compute recommendations and vehicle routing problems with regards to computational time, cost and accuracy. However, a literature review shows that, although recommender systems and delivery problems are well known fields in the literature, these two fields do not intercept.

3. Problem definition

This paper addresses the problem of considering delivery constraints in product recommendations for online retail. The objective is to present recommendation lists that take into consideration the time frame and costs in which the product can be delivered without using additional resources.

In order for the delivery constraints to be considered in recommendations, an evaluation of potential profits from vehicle routing problems need to be performed in a hidden time during the computation of recommendations.

We define the parties involved in the problem as follows:

**Customers:** clients that made previous purchases or that are known by the company.

**Transporters:** parties responsible for freight transport (vehicles).

**Warehouses:** Pick-up points for the retrieval of items.

**Delivery points:** addresses for deliveries of items.
Delivery list: time and location for picking up and delivering items with required quantities.
Distribution tours: Scheduled paths for pick-ups and deliveries.
For the purpose of this paper, we will consider that pick-ups and deliveries are made by trucks and that the recommendations are performed using collaborative filtering.

4. Methodology

The proposed method is presented in figure 1 and follows four phases. The process starts when a user logs into the system. Recommendation scores are computed for the active user in phase 1. From the ranked recommended items, a list of the top X items with their scores are to be used in the remainder of the phases. Phase 2 considers a user’s location and evaluates, from a list of vehicles that have been scheduled, which ones are within a given radius of a user’s location. For the active trucks, those that cannot be used to ship the items from the recommendation are removed from the list of active trucks. Phase 3 evaluates potential profits that may result from the pick-up and deliveries of each of the X items of the recommendation list. Phase 4 adjusts the recommendation list scores for the items that can be delivered to the active user with a positive profit. The phases are detailed in the remainder of this section.

![Figure 1: Methodology for recommendation adjustment based on scheduled tours](image)

4.1. Phase 1: Recommendation computation

In this step, the traditional recommendation process applies. Information about the active user is retrieved and used to compute the utilities of each item in the catalogue.

**Input data:**
User’s information

**Input parameter:**
Number of items $X$: top X items ($i$) to consider for recommendation adjustments.

A user profile is created based on all available data about the active user (historical purchases, location, demographic information, social media, clickstream.) Afterwards, recommendations are computed using any recommendation technique that results in a score for each item. As stated in section 2, collaborative filtering is a state-of-the-art approach for product recommendations in e-commerce, thus, they are used to evaluate the utility of each item for the active user.
Collaborative filtering generates a list of items with the utility of each item for the active user. From the ranked list of the item’s utilities, we select the top X items to consider in the remaining phases.

4.2. Phase 2: Initial filtering

In this step, we evaluate which of the products could be delivered within a given time window and radius to the active user, considering the available resources and transportation constraints. If a user’s location is unknown and cannot be retrieved, initial recommendation scores are kept unchanged and the remainder of the method does not apply.

**Input parameters:**
- **Maximum radius (P):** The maximum radius from which a product can be picked-up or from which a truck can be assigned to the delivery.
- **Time window (TW):** The period of time in which the scheduled tour is considered.

**Input data:**
A user’s location, scheduled pick-up/delivery points, the support constraints of trucks, the physical constraints of recommended items. Considering the input data, a first filter is applied to pick out the trucks that are considered to be close enough to the active user with regards to P and TW. P and TW are defined based on the business environment of the company by implementing the proposed method.

Once the active trucks are selected, a matrix is computed to evaluate the compatibility between the physical constraints of X items from the recommendation list and the vehicles’ supported constraints. There are various physical constraints considered for items (i), such as: an item’s weight, volume, shape, fragility, perishability, need to be placed in a specific orientation, environmental requirements, and more.

Vehicles (t) can be characterized by their capacity, configuration of the loading space and unloading possibilities, temperatures, humidity, and more. This phase is computed to avoid considering all of the constraints in the routing problem for profit evaluation, making it easier and faster to compute. Items that cannot be delivered are not considered in the following phases.

4.3. Phase 3: Potential profit evaluation

Once the X recommended items that could be transported using the active trucks are filtered, we evaluate the availability of the items in the inventory and the location of the warehouses in which each item is available.

**Input data:** List of warehouses (e) and inventory level per item.

The vehicle routing problem (VRP) is considered for profit evaluation. Since the problem has constraints related to pick-ups and deliveries, capacity and time windows with consideration of fixed and variable costs, we propose using a dynamic routing problem (DVRP).

For each item i from the filtered recommendation list, we evaluate the marginal profit of adding that item to the already scheduled tour by evaluating the cost of the new tour and subtracting the initial cost of the tour. We consider a pessimistic scenario, in which the user potentially buys one item at a time to evaluate the potential profit and the marginal profit. The marginal profit of adding item i from the warehouse e in the active truck t is evaluated using formula (1).

\[ P_{\text{Marginal}} = P_{i;e;t} - P_{\text{init}} \]  

(1)

\( P_{\text{init}} \) is the profit from the previously scheduled tour for the active truck.
\( P_{i;e;t} \) is the profit generated by picking item i from the warehouse e in a truck t.

If the new request cannot be incorporated into the solution due to delivery constraints, it is automatically rejected while evaluating the route at phase 2.
4.4. Phase 4: Recommendation adjustment

Once all marginal profits for each item have been calculated, the recommendations are adjusted considering the best potential profit per item. In order to adjust the scores, a threshold $P_{\text{min}}$ representing the minimum acceptable profit for a company to update its scheduled tour should be set. The adjusted recommendation score is computed using equation (2)

$$\text{Adjusted Recommendation score} = \beta \cdot \text{Initial Recommendation score}$$ (2)

with $\beta = \frac{P_{\text{Marginal}}}{P_{\text{min}}}$  
$\beta$ always being superior to 1, if not, the recommendation score remains unchanged since the profit is considered low when considering a company’s strategy. The higher that $\beta$ is, the stronger the priority of the item in the recommendation list and the higher its visibility to the customer. $\beta$ is correlated to the minimum profit for which a company would accept changing its delivery schedule. If the company requires high profits, adjustments of the scores may be low.

Once the scores are adjusted, Y items with the best scores are selected and recommended to the active user. The proposed method never deteriorates the current situation and the effect on logistics and sales is either an improvement or none. If the recommendation is followed by the user, the method will help improve truckload utilization, which could lower operation costs and lessen the number of vehicles used for delivery. If not, the recommendation will remain unchanged.

5. Individual case study

The presented case study is a simulation, considering 20 different locations, 3 warehouses, 100 different items and 5 vehicles. Each item and vehicle is characterised by features retrieved from their description. An individual case study is presented, because personalised recommendations are always computed for one user at a time. The same approach would be implemented each time a new user logs into the web site.

Phase 1: Recommendation computation

We consider that the recommendation scores are computed using collaborative filtering and customers’ information.

In the phase, parameters for the number of items to consider for recommendation adjustments and the number of items for the final recommendation need to be set.

Input parameters:

- $X$ = 5 items, $Y$ = 3.

Table 1 presents the pair of item/scores for the Top X recommendations.

<table>
<thead>
<tr>
<th>Items</th>
<th>I1</th>
<th>I2</th>
<th>I3</th>
<th>I4</th>
<th>I5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recommendation score</td>
<td>0.92</td>
<td>0.68</td>
<td>0.49</td>
<td>0.47</td>
<td>0.6</td>
</tr>
</tbody>
</table>

In a traditional recommendation, the final recommended items would be the Y items with the highest scores (I1, I2 and I5).

Phase 2: Initial filtering

In this step, a time window and radius are set around an active user. Available resources and transportation constraints are considered to filter items that cannot be shipped using the scheduled vehicles in a given time window.

Input parameters:

- Maximum radius ($P$): 200km,
- Time window (TW): 8 hours

Input data: A user’s location, scheduled pick-up/delivery points, the trucks’ supported constraints, the recommended items’ physical constraints.

Once a user’s location is known, the vehicles for which a pick-up point or delivery is scheduled within the active radius are selected, the two active vehicles with their physical characteristics are presented in table 2. Table 3 represents the 5 items selected at phase 1 with their physical constraints and characteristics.
Table 2: Vehicles’ capacities and supported constraints.

<table>
<thead>
<tr>
<th>Vehicles</th>
<th>Capacity (units)</th>
<th>Capacity (kg)</th>
<th>Supported constraints</th>
<th>Remaining capacity (kg)</th>
<th>Remaining units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicle 1</td>
<td>1,000</td>
<td>20,000</td>
<td>fragile, fixed orientation, isolation</td>
<td>0,740</td>
<td>22</td>
</tr>
<tr>
<td>Vehicle 2</td>
<td>1,000</td>
<td>20,000</td>
<td>refrigerated, fragile, fixed orientation, isolation</td>
<td>0,000</td>
<td>22</td>
</tr>
</tbody>
</table>

Table 3: Items’ physical characteristics.

<table>
<thead>
<tr>
<th>Item</th>
<th>Unit price ($)</th>
<th>Loading units</th>
<th>Weight (kg)</th>
<th>Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>I1</td>
<td>75</td>
<td>1 or less</td>
<td>5</td>
<td>Fragile</td>
</tr>
<tr>
<td>I2</td>
<td>150</td>
<td>1 or less</td>
<td>1</td>
<td>Refrigerated</td>
</tr>
<tr>
<td>I3</td>
<td>200</td>
<td>1 or less</td>
<td>5</td>
<td>Refrigerated</td>
</tr>
<tr>
<td>I4</td>
<td>375</td>
<td>1 or less</td>
<td>5</td>
<td>Extreme value</td>
</tr>
<tr>
<td>I5</td>
<td>700</td>
<td>1 or less</td>
<td>8</td>
<td>Fixed orientation</td>
</tr>
</tbody>
</table>

Data about physical characteristics of the vehicles are crossed with an item’s physical constraints to create a compatibility matrix between the vehicles and items, as presented in table 4.

Table 4: Matrix of supported physical constraints.

<table>
<thead>
<tr>
<th>Items</th>
<th>I1</th>
<th>I2</th>
<th>I3</th>
<th>I4</th>
<th>I5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicle 1</td>
<td>Supported</td>
<td>-</td>
<td>-</td>
<td>Supported</td>
<td>-</td>
</tr>
<tr>
<td>Vehicle 3</td>
<td>Supported</td>
<td>Supported</td>
<td>Supported</td>
<td>-</td>
<td>Supported</td>
</tr>
</tbody>
</table>

Item I4 cannot be delivered by active trucks, thus item 4 is not considered for recommendation adjustments.

Phase 3: Potential profit evaluation

For each item that can be shipped with one of the active vehicles, we evaluate the profit associated with adding the item to the tour, if a sale was to be completed. The software used is presented in [23].

Input data: List of warehouses (e) and inventory level per item.

For each item, the location of the warehouse in which the product needs to be retrieved is evaluated along with the availability of the product. Table 5 presents which of the warehouses has each item in stock.

Table 5: The item’s locations.

<table>
<thead>
<tr>
<th>Items</th>
<th>Warehouse A</th>
<th>Warehouse B</th>
<th>Warehouse C</th>
</tr>
</thead>
<tbody>
<tr>
<td>I1</td>
<td>e1,1</td>
<td>e1,2</td>
<td>e1,3</td>
</tr>
<tr>
<td>I2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>I3</td>
<td>e2,1</td>
<td>e2,1</td>
<td>e2,1</td>
</tr>
<tr>
<td>I5</td>
<td>-</td>
<td>e5,3</td>
<td>-</td>
</tr>
</tbody>
</table>

Considering the active radius, only warehouse A and warehouse C are considered for the remainder of the phases. Since warehouse B is out of the active parameters, items I2 and I5 are not evaluated.

The VRP is launched to evaluate the profit associated with the initial tour and the profit associated with the addition of the selected items in the delivery list.

We used the following tour scheduling parameters: (1) geographical information was retrieved from Microsoft Bing maps, (2) average speed was set to 70km/h, (3) the selected algorithm was VRP with a return to the warehouse using the fastest route. (4) Driving parameters are set to: a maximum capacity (loading units) of 1000, a fixed cost per trip of $200.00, variable costs per unit of distance of $0.95, a distance limit of 1000.00km, a driving time limit of 8 hours and a working time limit of 8 hours.
In order to illustrate the results, we present the initial tour and the tour associated with adding Item I3 to the delivery tour. Item I3 is selected because it shows a positive profit. The tour for vehicle 1 is presented in Table 6, while the tour for vehicle 2 is presented in Table 7. Both tables present the initial tour and the adjusted tour. Table 8 presents the total profits for the initial and adjusted tour.

### Table 6: Initial and adjusted tour for vehicle 1.

<table>
<thead>
<tr>
<th></th>
<th>Initial tour</th>
<th>Adjusted tour</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance travelled</td>
<td>952.53 km</td>
<td>968.25 km</td>
</tr>
<tr>
<td>Driving time</td>
<td>11:09 hours</td>
<td>11:45 hours</td>
</tr>
<tr>
<td>End of tour time</td>
<td>19:09</td>
<td>19:45</td>
</tr>
<tr>
<td>Duration of tour</td>
<td>11:09 hours</td>
<td>11:45 hours</td>
</tr>
<tr>
<td>Profit collected</td>
<td>$18,075</td>
<td>$18,075</td>
</tr>
</tbody>
</table>

### Table 7: Initial and adjusted tour for vehicle 3.

<table>
<thead>
<tr>
<th></th>
<th>Initial tour</th>
<th>Adjusted tour</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance travelled</td>
<td>190.87 km</td>
<td>343.93 km</td>
</tr>
<tr>
<td>Driving time</td>
<td>2:44 hours</td>
<td>4:28 hours</td>
</tr>
<tr>
<td>End of tour time</td>
<td>10:44</td>
<td>12:28</td>
</tr>
<tr>
<td>Duration of tour</td>
<td>2:44 hours</td>
<td>4:28 hours</td>
</tr>
<tr>
<td>Profit collected</td>
<td>$28,118.68</td>
<td>$28,800</td>
</tr>
</tbody>
</table>

### Table 8: Total for initial and adjusted tour.

<table>
<thead>
<tr>
<th></th>
<th>Initial tour</th>
<th>Adjusted tour</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total profit</td>
<td>$45,088.78</td>
<td>$45,228</td>
</tr>
<tr>
<td>Total distance travelled</td>
<td>1 143.39 km</td>
<td>1 312.18 km</td>
</tr>
</tbody>
</table>

Considering the total profit of the initial and adjusted tour, the marginal profit related to picking up and delivering product I3 is calculated using equation 1.

\[
P_{\text{Marginal}} = \$45,228 - \$45,088.78
\]

\[
P_{\text{Marginal}} = \$139.22
\]

The same have been applied to item I1 resulting in a \(P_{\text{Marginal}} = -\$85.35\). Since the profit is negative, no adjustment will be made for the score of item I1.

### Phase 4: Recommendation adjustment

\( P_{\text{min}} \) represents the minimum acceptable profit for a company to update its scheduled tour, which is set to $100.00 for this case study. The recommendation score is adjusted for item I3 using equation (2)

\[
\text{Adjusted Recommendation score} = (139.22/100) \times 0.49 = 0.682
\]

Table 8 presents the top three recommendation list with the adjusted score for item I3.

### Table 8: Final recommendation list with adjusted scores.

<table>
<thead>
<tr>
<th>Items</th>
<th>I1</th>
<th>I3</th>
<th>I2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.92</td>
<td>0.682</td>
<td>0.68</td>
</tr>
</tbody>
</table>

We can observe that the final Y recommendations have changed, and Item 3 was favoured over Item 5, which no longer appears in the recommendations. Item 3 was also ranked ahead of Item 2, changing the overall ranking of the recommendation.

### 6. Conclusion

The proposed approach consists of an adaptation of recommender systems using the vehicle routing problem to evaluate tour costs related to adding items to the delivery tour. The proposed solution dynamically adjusts to the network state by considering quasi-real time information from the information systems and including it in the recommendation systems. The objective is to improve recommendations by allowing it to shift demand toward products that will be delivered in a short time frame with an acceptable profit.
Possible outcomes of this method are: an improvement in truck-load utilization, resulting in customer satisfaction, competitiveness of the seller and a reduction in traffic congestion and pollution in communities. The results of such a method could present a significant opportunity for increased customer satisfaction and profits for the seller. However, the results of the method depend on the accuracy of the recommendation and the efficiency of the VRP. The recommendation technique selected for this paper is collaborative filtering, which implies that a strong base of information about customers also needs to be available.
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1. Introduction

In today’s business environment, the importance of after-sales service is high, lost revenues due to disservice are significant [1] and after-sale services are often perceived as a necessary evil [2]. Despite the aftermarket’s obvious benefits, most organizations squander its potential. After-sales support is notoriously difficult to manage, and only companies with efficient operations can make a margin from them [2]. One of the most important post-sale services is equipment maintenance, which consists of reducing downtime on customer’s systems by predictive or corrective repairs.

Spare parts availability is a crucial component of this service to ensure proper service level. However, in asset-intensive fields, where high system availability is required, spare parts fulfillment is often a critical issue [4]. To increase the availability of spare parts and reduce costs, many companies recognize the benefits of closed-loop supply chains that integrate product returns into business operations [9]. In a closed-loop spare parts supply chain, failed parts, the so-called Line Replaceable Units or LRUs [3], are recovered from the field at system failure, upgrade or removal thanks to a reverse logistics to be repaired or refurbished rather than scrapped [3]. Due to the high cost of spare parts, efforts are made to reduce the inventory of new parts as it can immobilize a significant amount of capital.

At General Electric Healthcare (GEHC), the medical branch of conglomerate General Electric, one of the global leaders in sales and services of medical systems, usage of refurbished and repaired parts enables a significant improvement of the service level vs inventory trade-off. Works regarding spare parts demand forecasting have been done in this context [38]. However, repairing spare parts has additional challenges. Firstly, it is difficult to predict the repaired spare parts demand due to the sporadic nature of the installed base evolution, system failures, and customer upgrades. Secondly, the complexity of the reverse supply chains makes the return forecast even more challenging. Thirdly, demand spikes may occur without notice.
This drives the need to find new algorithms to adapt to business/supply chain evolution faster than classical models. The Machine Learning (ML) approaches brings value by adapting to changes without explicit formulation. Machine learning algorithms are successfully utilized to describe the behavior of the dataset and forecast output features based on historical records [33].

An important amount of works regarding spare parts demand forecasting is available, using a wide variety of models from classical statistical approaches [34] to more modern machine learning methods. However, only a limited number of works repair supply chain are present in literature [36, 37]. And none of them used a machine learning approach.

In this paper, we describe a forecasting method for the repair spare parts demand using ML models trained on historical data. This method shows an improved performance thanks to a Hybrid Machine Learning model. We also describe the test and comparison with classical models and independent ML models in terms of accuracy and capacity to detect future demand spikes.

The main contributions of this paper can be listed as follows:

- Spare Parts repair demand forecast, in a closed-loop SC using ML and Simulation
- Spare Parts repair demand spikes detection, using ML models
- Three Individual ML models were tested and compared to predict spare parts repair demand
- A Hybrid Machine Learning model is build combining multiple Classification and Regression models along with Simulation

2. LITERATURE REVIEW

The combination of Simulations and Machine Learning model have been successfully applied in several industrial-oriented applications. In their work, Laszlo et al. [6] presented different architectures and use cases in manufacturing processes to optimize the production processes and process chains. Carboneau et al. [7] studied the performance of non-linear machine learning techniques in forecasting the distorted demand signals in an extended supply chain, showing an improved accuracy. Sobie et al. [8] have used simulation-driven machine learning models to predict physical failures of rotating systems such as wind turbines and industrial machinery, the usage of simulation compensates lack of data to train the models. In the paper [10] simulation and machine learning models predict the stability of milling processes showing the interest of instant feedback and predicting more than 22,900 observations with an averaged error measure lower than 10%. In their work, Wang et al. [11] presented a study around manufacturing process optimization using a global simulation data mining framework in order to discover the interrelations between key design parameters and global performance parameters. The results of the models show that the predicted and actual real simulations are almost identical. The paper [12] is studying the prediction of the boiling and critical points of polycyclic aromatic hydrocarbons via a hybrid model that uses Monte Carlo Wang Landau (HMC-WL) generating training data to train a Neural Network. The paper [13] presents a study on molecular dynamics simulations and how can machine learning models be used in order to improve the throughput and reduce the latency of molecular dynamics simulation models.

In their article, Nutkiewicz et al. [14] also did a study on urban buildings energy simulations and the integration of machine learning models to improve the accuracy of the simulation related to the energy consumption of a given urban area. Li et al. [15] also studied large scale distributed learning systems showing that most large-scale machine learning applications are running on distributed systems like Hadoop, Spark or Hazelcast and suggests the integration of organic relationships between the cluster nodes. Rohit et al. [16] proposed a Hybrid Machine Learning System, combining a Support Vector Machines (SVM) model with a Genetic Algorithm (GA) for stock Market Forecasting. Kim et al [17] proposed a Hybrid Model of Genetic Algorithms and Neural Networks - the recurrent neural network (RNN) - for detecting temporal patterns in stock markets with improved performance vs standard neural network (NN). Tsaih et al. [18] presented a hybrid AI approach to the implementation of trading strategies in the S&P 500 stock index market, results show that the proposed model outperformed the classical NN model. Shon et al. [19] presented a hybrid machine learning approach to network anomaly detection more effective compared to non-hybrid ones. Choudhry et al. [16] also proposed a hybrid machine learning system for stock market forecasting.

As a conclusion while the combination of simulation and machine learning and the hybrid approaches proved their success in multiple areas, it was never applied to the closed loop supply chain and particularly to the LRU supply chain. The complexity of such supply chain with multiple criterions to consider in the
models shows the potential of such approaches as an alternative to the classical ad-hoc methods, this is the goal of the following sections.

3. Preliminaries and problem definition

In this section, the spare parts repair demand forecasting problem is defined, the used machine learning algorithms are introduced, and the performance metrics of forecasting are presented.

3.1. Problem Definition

At GEHC, and other companies, spare parts replenishment can be done by either repairing defective parts or buying new ones. The decision between the two solutions is based on multiple criterions such as the lead time to get the part and the price difference. The decision process can be either made manually, by a management system or by a combination of both. In our case, suggestions are made by a management support system, implementing a DRP (Distribution Requirement Planning), then processed by a team of planners to approve, modify or decline the propositions. In general, the distribution network of parts takes the form of a tree (Figure 1). This tree often has more than two echelons, the intermediate nodes are warehouses, the leaves are storage points [30]. A DRP takes in consideration the demand in order to suggest how the goods should be distributed to meet this demand in an optimal way.

Due to the high complexity of the supply chain, many variables in the inventory control process of this distribution network may be fuzzy and some components of the setup may be unknown [31]. In addition to this, numerous real-world constraints cannot be integrated into an automatic decision process, such as the real-time supplier’s performance or installed base evolution. For this reason, the DRP system is mainly used for recommendation and real decisions are made by a planning team based on experience and supply chain data. The main priority for the planning team is to ensure high availability of spare parts for customers, options are among others: (i) buying additional spare parts, (ii) reducing transportation times or (iii) reducing repair shop throughput times [3].

This work will focus on reducing repair shop throughput times by improving forecast at the repair shop level. The performance of repair centers depends on three factors: labor, materials and space/layout. Repair centers managers adjust these three variables based on the estimated future repair demand, which can be a challenging task [3]. Another challenge for the repair centers is repair demand spikes that occur due to multiple reasons such as an installed base increase, quality issues, equipment’s end of life... In these cases, repair centers should be extremely performant and prepared in terms of materials to maintain a low repair cycle time. Many attempts to tackle the challenges have been done, however, existing models such as MA (Moving Average), SES (Simple Exponential Smoothing), Seasonal Model... lack the ability to adapt to demand changes and to detect repair demand spikes.

3.2. Machine Learning

Machine learning (ML) is a field of computer science that tries to provide learning capabilities to software without being explicitly operated [33]. ML models are designed to learn from experience then predict based on new inputs. ML algorithms are utilized to describe the behavior of the datasets [33].
The use of Machine Learning was chosen due to the poor performance of classical models when applied to complex systems, especially when demand spikes are present. In addition to this, implementing a system with all the inventory management algorithms, decision trees and logistics is highly complex and continuous maintenance is required to adapt it to new changes [43]. Machine Learning algorithms have the capability to handle complex systems and perform well when the relationship between inputs and output is not clear or there is no mathematical of it. ML algorithms can detect environmental changes and adapt to the new environment. Table 1 shows a short description of the ML models used in this paper.

<table>
<thead>
<tr>
<th>Category</th>
<th>Model</th>
<th>Short description</th>
<th>Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification</td>
<td>kNN</td>
<td>ML algorithm that classifies an input by using its neighbors in a like polling process.</td>
<td>[22]</td>
</tr>
<tr>
<td></td>
<td>Decision Trees</td>
<td>ML technique that builds the classification in the form of a tree with decision branches class leaves</td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>The approach uses the principle of optimal separation, the idea that a good classifier finds the largest gap possible between data points of different classes</td>
<td>[24]</td>
</tr>
<tr>
<td></td>
<td>Random Forests</td>
<td>Collection of classification and regression trees, using binary splits on predictor variables</td>
<td>[35]</td>
</tr>
<tr>
<td>Regression</td>
<td>Polynomial Regression</td>
<td>Describes the relationship between the inputs and outputs as an nth degree polynomial in x</td>
<td>[41]</td>
</tr>
<tr>
<td></td>
<td>Ridge Regression</td>
<td>The model has an objective to minimize the loss function.</td>
<td>[40]</td>
</tr>
<tr>
<td></td>
<td>LASSO</td>
<td>Model applying an $L_1$ norm to linear models to encourage both shrinkage and automatic variable selection</td>
<td>[39]</td>
</tr>
</tbody>
</table>

4. The Dynamic Hybrid Machine Learning System

Figure 2 shows a high-level view of the model design. The model has two inputs, one parameter and one output. The inputs are: (i) The current status of the supply chain (inventory levels, in route parts...) (ii) Past data (used for training). The parameter of the model is the requested time period (the fiscal week in our case) for which we are looking to predict the repair demand. The output is the repair demand for the requested period. The model is made from three principal bricks, a simulation model and a hybrid machine learning training system that trains and chooses the best performing machine learning models.

4.1. The Simulation Model

The main purpose of the simulation system is to generate the evolution of the supply chain, in order to provide the required inputs to Machine Learning models.
The simulation is applied simultaneously to events and the decisions of three main processes of the supply chain: logistics (transport time, warehousing…), operations (time to repair, repair success rate, repair center capacity…) and inventory (stock level, safety stock level…). Figure 3 shows the Events Synchronizer that merges the results of the 3 simulation processes together and prepares it for the next iteration.

4.2. The Hybrid Machine Learning Model

In this part of the model, we propose a new approach where we take advantage of a knowledge base to transform the original problem (Repair demand prediction) into a set of multiple sub-problems.

The decision process can be divided into 3 separate steps: (i) replenishment decision (ii) replenishment solution choice (iii) replenishment volume estimation. The approach we are proposing is solving the general problem of estimating the repair demand by predicting every sub-decisions in the process. This kind of approaches can be found in literature, Rowida et al [21] for example proposed an approach for Opinion Mining; the knowledgebase-Machine Learning approach improve the classification accuracy considerably.

4.3. The link between Machine Learning and Simulation

The model is made of multiple sub-systems: Repair and new buy Suppliers, Planning, Inventory Management and Logistics. Each sub-system has inputs and outputs. For example, the repair center module has an input of how much it receives, then it outputs how much it repairs and ships per day. The input of each module is provided by the previous component and an output that is injected into the next component.
We applied ML specifically to the Planning component due to its complexity and the high number of indicators considered to take planning decisions. The accuracy gains by applying ML to the other components of the chain doesn’t justify the use of such models, which is why we used classical simulation.

5. Implementation and Results

5.1. Dataset Description

Our application case is General Electric Healthcare, we possess data representing the activity of twelve Repair Centers (Owner of the repair of the returned parts) and three Central Distribution Centers (owner of stocking and logistics from and to the repair centers). Data ranges from 2017 to 2019. The dataset contains data for each fiscal week and each part, which is presented by 46 features and 12 million records.

5.2. Results

We created a Data Warehouse containing organized and timestamped data. HDFS (Hadoop File System) was used for storage. We used Python to implement all the models and for data processing we used libraries such as: Pandas, Numpy and Scikit-learn. We performed a data cleaning consisting of identifying and replacing incomplete, inaccurate records. The presence of incorrect data may impact the performance of Machine Learning models.

After running the model and generating all Hybrid combinations, every combination is trained then evaluated during both the training and test phases. The model selects the best performing combination and applies it to the final output. Table 2 shows the different combinations, each with its respective training, test and final score. We are using the coefficient of determination as our performance metric. The best possible score is 1 (in case $\sum(y_i - \hat{y}_i)^2 = 0$) and it can be negative.

$$R^2 = 1 - \frac{SS_{res}}{SS_{tot}} = 1 - \frac{\sum(y_i - \hat{y}_i)^2}{\sum(y_i - \bar{y})^2}$$  

(1)

Table 2: The set of the Hybrid model combinations, each with its respective training, test and final score

<table>
<thead>
<tr>
<th>Hybrid Combination</th>
<th>Training Performance</th>
<th>Test Performance</th>
<th>Score</th>
<th>Hybrid Combination</th>
<th>Training Performance</th>
<th>Test Performance</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1 C2 R P1 P2 P3 P123</td>
<td></td>
<td></td>
<td></td>
<td>C1 C2 R P1 P2 P3 P123</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KNN KNN RR 0.513 0.804 0.317 0.405 0.775 0.208 0.119</td>
<td>DT KNN RR 0.483 0.804 0.317 0.303 0.775 0.208 0.381</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KNN KNN PR 0.513 0.804 0.613 0.405 0.775 0.581 0.452</td>
<td>DT KNN PR 0.483 0.804 0.613 0.303 0.775 0.581 0.477</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KNN Lasso 0.513 0.804 0.401 0.405 0.775 0.322 0.291</td>
<td>DT KNN Lasso 0.483 0.804 0.401 0.303 0.775 0.322 0.291</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM RR 0.513 0.833 0.317 0.405 0.744 0.208 0.180</td>
<td>DT SVM RR 0.483 0.833 0.317 0.303 0.744 0.208 0.412</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM PR 0.513 0.833 0.513 0.405 0.744 0.581 0.391</td>
<td>DT SVM PR 0.483 0.833 0.513 0.303 0.744 0.581 0.571</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM Lasso 0.513 0.833 0.401 0.405 0.744 0.322 0.103</td>
<td>DT SVM Lasso 0.483 0.833 0.401 0.303 0.744 0.322 0.221</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DT RR 0.513 0.602 0.317 0.405 0.594 0.208 0.082</td>
<td>DT DT RR 0.483 0.602 0.317 0.303 0.594 0.208 0.359</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DT PR 0.513 0.602 0.513 0.405 0.594 0.581 0.311</td>
<td>DT DT PR 0.483 0.602 0.513 0.303 0.594 0.581 0.410</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lasso 0.513 0.602 0.401 0.405 0.594 0.332 0.172</td>
<td>DT DT Lasso 0.483 0.602 0.401 0.303 0.594 0.332 0.204</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RF RR 0.513 0.782 0.317 0.405 0.610 0.208 0.140</td>
<td>DT RF RR 0.483 0.782 0.317 0.303 0.610 0.208 0.418</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RF PR 0.513 0.782 0.513 0.405 0.610 0.581 0.332</td>
<td>DT RF PR 0.483 0.782 0.513 0.303 0.610 0.581 0.533</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RF Lasso 0.513 0.782 0.401 0.405 0.610 0.332 0.461</td>
<td>DT RF Lasso 0.483 0.782 0.401 0.303 0.610 0.332 0.401</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM RR 0.903 0.804 0.317 0.849 0.775 0.208 0.303</td>
<td>RF RR KNN 0.719 0.804 0.317 0.681 0.775 0.208 0.538</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM RR 0.903 0.804 0.613 0.849 0.775 0.581 0.704</td>
<td>RF RR KNN 0.719 0.804 0.613 0.681 0.775 0.581 0.602</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM Lasso 0.903 0.804 0.401 0.849 0.775 0.322 0.461</td>
<td>RF KNN Lasso 0.719 0.804 0.401 0.681 0.775 0.322 0.471</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM RR 0.903 0.833 0.317 0.849 0.744 0.208 0.271</td>
<td>RF SVM RR 0.719 0.833 0.317 0.681 0.744 0.208 0.388</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM PR 0.903 0.833 0.513 0.849 0.744 0.581 0.304</td>
<td>RF SVM PR 0.719 0.833 0.513 0.681 0.744 0.581 0.590</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM Lasso 0.903 0.833 0.401 0.849 0.744 0.322 0.293</td>
<td>RF SVM Lasso 0.719 0.833 0.401 0.681 0.744 0.322 0.484</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM RR 0.903 0.602 0.317 0.849 0.594 0.208 0.102</td>
<td>RF SVM RR 0.719 0.602 0.317 0.681 0.594 0.208 0.300</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM PR 0.903 0.602 0.513 0.849 0.594 0.581 0.171</td>
<td>RF SVM PR 0.719 0.602 0.513 0.681 0.594 0.581 0.476</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM Lasso 0.903 0.602 0.401 0.849 0.594 0.332 0.044</td>
<td>RF SVM Lasso 0.719 0.602 0.401 0.681 0.594 0.332 0.379</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM RR 0.903 0.782 0.317 0.849 0.610 0.208 0.241</td>
<td>RF SVM RR 0.719 0.782 0.317 0.681 0.610 0.208 0.303</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM PR 0.903 0.782 0.513 0.849 0.610 0.581 0.376</td>
<td>RF SVM PR 0.719 0.782 0.513 0.681 0.610 0.581 0.491</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM Lasso 0.903 0.782 0.401 0.849 0.610 0.332 0.228</td>
<td>RF SVM Lasso 0.719 0.782 0.401 0.681 0.610 0.332 0.399</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3: Accuracy comparison of: The Hybrid Machine Learning Model, Single Machine Learning models and Classical approaches on the top 400 consumed parts.

<table>
<thead>
<tr>
<th>Category</th>
<th>Model</th>
<th>Best for x parts</th>
<th>Avg Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classical Approaches</td>
<td>SMA</td>
<td>19</td>
<td>0.233912</td>
</tr>
<tr>
<td></td>
<td>SES</td>
<td>10</td>
<td>0.094533</td>
</tr>
<tr>
<td>Single Machine Learning Models</td>
<td>Polynomial Regression</td>
<td>61</td>
<td>0.541387</td>
</tr>
<tr>
<td></td>
<td>Ridge Regression</td>
<td>28</td>
<td>0.1833402</td>
</tr>
<tr>
<td></td>
<td>Lasso</td>
<td>22</td>
<td>0.107180</td>
</tr>
<tr>
<td>Hybrid Machine Learning Model</td>
<td>Dynamically Combined (classifier, regressor)</td>
<td>261</td>
<td>0.7690038</td>
</tr>
</tbody>
</table>

Table 3 summarizes the results of the application of the different models on our dataset. The system we put together automatically applies the 6 models on all the parts, then tags the model with the highest accuracy for each part, by testing it on the past. After that, we calculate the number of times each model was tagged, which we present in the second column (and in the third in a percentage format). For our dataset, the Dynamic Hybrid model gave the highest score (61.75%) and was chosen the best for 247 parts out of 400. The average score of the model is 0.80 which is the best average performance. We can also notice that the simple Polynomial Regression was the best for 14.75% of cases (59 parts), which is interesting taking in consideration that we applied the model directly on data without any prior problem transformation.

6. Conclusion

This paper presents a Hybrid Machine Learning forecasting model for the repair demand in a spare-parts closed loop supply chain, based on two ML classifiers to predict planification decisions and one ML regression model to forecast the volume in case the first classifiers predict a replenishment decision. When we compare the Hybrid model to its individual base models in terms of performance, the proposed hybrid model appears to be the best-performing option in terms of test accuracy score. The hybrid model achieved the highest accuracy (0.769). Moreover, the model was capable to learn seasonal patterns in the repair demand as well as demand spikes patterns, which was one of the main motivations of this work. Additional research could be performed to apply the proposed forecasting model for the optimization of internal repair centers materials and labor planification and evaluate the potential savings related to that. Other opportunities to improve and further this research could include the inclusion of Deep Learning models such as Neural Networks in Hybrid model as well as the comparison.

7. References


On the Interest of Reconsidering a Real-Life Car Sequencing Model

Adèle LOUIS 1,2, Gülgün ALPAN 1, Bernard PENZ 1, Alain BENICHOU 2

1 Univ. Grenoble Alpes, CNRS, G-SCOP, F-38000 Grenoble, France
2 RENAULT – Alliance Supply Chain Process Engineering, F-78140 Vélizy-Villacoublay, France
{adèle.louis@renault.com, gulgun.alpan@grenoble-inp.fr, bernard.penz@grenoble-inp.fr, alain.benichou@renault.com}

Abstract. One of the most strategic processes in the automotive industry is to generate the car sequence to produce per day. The sequencing objective is to position high and low workload vehicles in the sequence to produce, such that the work overloads for the operators or emergency situations are avoided. To do so, most of the car manufacturers adopted an approach based on the Car Sequencing (CS) model, at the expense of other models like the Mixed-Model Sequencing (MMS) or the Level Scheduling (LS). The CS model has the advantage of simply addressing the industrial environment’s constraints via sequencing rules, that are easy to understand and interpret for decision makers. Nevertheless, this CS model is hardly facing new challenges and presents some computing weaknesses.

We discuss in this paper our motivations in reconsidering the Car Sequencing model of a French manufacturer, RENAULT, in its challenging and fast-changing industrial context.
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1. Introduction

Sequencing vehicles is part of the daily routine of a car assembly plant. Its goal is to determine the order (the sequence) in which the vehicles will be manufactured during the production day. It is a strategic process for those plants, at both technical and economic levels. Indeed, the occurrence of high workload vehicles must be balanced with lower ones so that workers can handle the delay that is induced by intensive tasks. If the accumulated delay is too long, then the workers may not be able to catch up on time to handle the following vehicles. Then, there are only two solutions to manage this kind of situation: the line is either stopped to allow the workers to finish their tasks (an original Toyota Production System’s method) or a utility worker is called for help. Even if both solutions can be used to manage work overloads, the help of a utility worker is to be preferred because it only costs an additional workforce, while the line stoppage should be used as little as possible because of its high induced costs. In a nutshell, work overload situations must be minimized in the sequencing process to avoid overspending. Do to so, car manufacturers can adopt several sequencing strategies. Yet since the 1990s, most of them adopted an approach based on the Car Sequencing (CS) model.

To better understand the different sequencing strategies that can be used by car manufacturers, this article introduces a state-of-the-art of the main sequencing models in Section 2. Even if most car manufacturers chose a strategy based on the CS model, some recent contextual challenges are disturbing the sequencing process. Therefore Section 3 is dedicated to contextual motivations in reconsidering an actual CS model, based on the case study of a French car manufacturer, RENAULT. Section 4 focuses on a numerical example that illustrates the weaknesses of a sequencing approach based on the CS model. And, finally, Section 5 presents some concluding remarks and perspectives.
2. State-of-the-Art of Sequencing Models for Mixed-Model Assembly Lines

Sequencing vehicles at a mixed-model assembly line is truly a strategic process for automotive factories. The sequencing strategy can help smoothing the production of high workload vehicles, by distributing them evenly over the production horizon, or it could also rely on Just-In-Time requirements, with the objective of balancing part consumption over the production period to avoid demand peaks. Ultimately, two objectives emerge when it comes to sequencing vehicles in a mixed model assembly line: minimizing work overload situations and smoothing part consumption. From those two objectives, the scientific literature discusses three different models: Car Sequencing (CS), Mixed-Model Sequencing (MMS) and Level Scheduling (LS).

2.1. Sequencing Cars by Minimizing Work Overloads

Work overload or emergency situations occur when a succession of intensive work vehicles causes an unrecoverable delay for operators. In practice, it happens when operators work on high workload vehicles (i.e. vehicles with an assembly duration higher than the cycle time) and cannot achieve all tasks in a single cycle time. Consequently, they accumulate some delay. This delay can be recovered by the following vehicles, if their assembly duration is sufficiently shorter than the cycle time. If not, the delay must be compensated either by an additional utility worker or worse, by a line stoppage. These two compensations being very expensive (for a European automotive manufacturer, a line stoppage can represent a shortfall in income of several thousands of euros per minute), the sequencing strategy might aim to minimize work overload situations by balancing high workload models with low ones. For this purpose, the scientific literature discusses two sequencing strategies: Car Sequencing and Mixed-Model Sequencing models.

The Car Sequencing (CS) model was first introduced in 1986 [1]. Since then, a lot of researchers have been taking interest on this study field. As illustrated by a recent survey on sequencing mixed-model assembly lines, more than 20 major scientific contributions have been published in the 20 years that followed [2]. Furthermore, the ROADEF Challenge in 2005 has greatly increased the research interest on this topic thanks to the publication of real-life instances on sequencing [3]. Succinctly, this model takes into consideration a set of cars to sequence in a given production window, defined by their features and options, and a set of sequencing rules that indirectly avoids work overloads. As they reflect production capacities, those rules define a feature’s maximum occurrence in a subsequence of determined length. In the literature, those rules are called spacing constraints or ratio constraints of type N/P where only N cars can bear the constrained feature out of P successive cars [4]. Thanks to these spacing constraints, high work intensive models and options, such as sunroofs or right-hand drives, can be evenly spread among lower workload options in sub-sequences of vehicles. For example, Figure 1 illustrates a spacing constraint of 1/3 on electric vehicles (EVs). The very first subsequence of three cars respects this constraint with a ratio of exactly 1/3 while the second subsequence of three is composed of two EVs: in case of non-respect, the constraint is qualified as breached or violated. In the following sub-sequences, no other violations occur. The CS objective for minimizing work overload situations is expressed as the minimization of the number of violated sequencing constraints.

![Figure 1: Illustrative car sequence with a 1/3 ratio constraint on electric vehicles (EVs)](image)

The Mixed-Model Sequencing (MMS) model. Another way to minimize work overloads is to take explicitly into account operational times, lines features and tasks repartition over the assembly line. The MMS model intends indeed to determine a sequence of products that maximizes productivity. The literature displays different objectives: maximizing the completed work, minimizing idle times, minimizing the cumulated delays or even maintaining the production rate as constant as possible [5]. Work overloads occur when operators cannot complete their work within their workspace. As an illustration of the MMS principle, Figure 2 shows two movement diagrams of an operator in a workstation. In time metrics (minutes for
example), the length of the workstation equals the cycle time $T_{cycle}$ but the overall workspace is delimited by two boundaries; the lower limit $Min$ and the upper limit $Max$ ($Min \leq 0$ and $T_{cycle} \leq Max$). The operator follows the vehicle while performing the assembly tasks and then goes back upstream to handle the next vehicle. In general, and as with vehicle #01 in both situations, if the workers finish before reaching $T_{cycle}$, then they can start their tasks on the following vehicle before it enters the workstation limits (case of vehicle #02). Even if they can work beyond their workstation limits, they must not trespass the upper boundary $Max$ as it is the case with vehicles #05 and #06 for the movement diagram A. In fact, due to the proximity of two high workload vehicles, two situations of work overload occur. In this case, there is only three possibilities to finish the delayed tasks: the line is stopped so that the operators can finish their tasks; utility workers can either finish the task when the vehicle crosses the $Max$ boundary or treat the complete intensive task by themselves from the beginning [6]. In comparison, the quality of the second sequence is way better: it generates no work overloads. Interested readers can refer to further industrial case studies that examine a motor assembly plant [7] or a truck assembly line [8] for example.

2.2. Sequencing Cars by Smoothing Part Consumption in a Just-In-Time Environment

When it comes to sequencing vehicles, another approach is also mentioned in the scientific literature and aims to fulfill Just-In-Time requirements: the Level Scheduling (LS) model. By smoothing part consumption, this model helps balancing part consumption over the production period to avoid demand peaks and enlarged safety stocks. As an integral part of the Toyota Production System, LS model is also known as just-in-time scheduling or production smoothing. Its goal to level the part consumption variation is achieved in two stages [9]:

- Firstly, define an ideal part consumption rate and then evenly smooth the total material demand over the given production period. This ideal schedule is said to be a level target schedule.
- Secondly, sequence the actual set of vehicles to produce through a minimization of the differences between the actual and the theoretical part demands per production period.

In other words, the main objective of LS is to minimize the deviation between actual and theoretical part consumption rates over the production period. By this mean, LS attempts to ease just-in-time material supply and to minimize safety stocks, space requirements and operational costs. 

Figure 3 illustrates the deviations between an ideal and an actual sequence of products having two features: one colour (red, blue or green) and one possible option. Six different product combinations are then feasible. The ideal sequence is determined by decision makers to smooth the assembly of products that have the considered option and to group same coloured ones. Nevertheless, the actual sequence is quite distant from the theoretical one: the final sequence generates a total of seven deviations.
Nonetheless, in a very diversified products context such as automotive industry, the part-oriented LS approach has been shown as barely solvable to optimality [2]: this explains why many car manufacturers do not give a preference to this model.

Although “minimizing work overloads” and “minimizing deviations between an ideal and an actual part consumption” both seem relevant objectives, they give rise to divergent sequencing models. In practice and to our best knowledge, most of the car manufacturers chose a sequencing model based on the original Car Sequencing model. The advantages of the CS model over the other two models lie in the ease of definition and interpretation of sequencing rules for decision makers. The CS model also requires less data collection efforts than MMS or LS models, and by extension, it has a better running time. Still, Section 3 will illustrate our interests in reconsidering a real-life Car Sequencing model, in its challenging and fast-changing industrial context.

3. Motivations in reconsidering a real-life Car Sequencing model

Like many car manufacturers, French company RENAULT chose a sequencing strategy based on the original Car Sequencing model. Since 2000s, a hybrid CS model allows RENAULT to compute the daily production sequence (section 3.1). Very innovative in its early days, it inspired many scientific publications following the ROADEF challenge in 2005 [3]. Nevertheless, it now shows some limits and weaknesses in a challenging and fast-changing industrial context (section 3.2). That’s why some arguments in favor of a change in the sequencing strategy are exposed in section 3.3.

3.1. Vehicle Sequencing at RENAULT: a Car Sequencing-Inspired Model

The vehicle sequencing process at RENAULT differs from the original Car Sequencing Problem as defined in the previous section. In fact, RENAULT’s vehicle sequencing model includes a color-batching objective, in addition to the objective of respecting different types of ratio constraints.

The color-batching objective is an originality that aims to fulfill an economic painting shop requirement. The main point is to minimize the production costs due to color changeovers and to save unused ink, as well as solvent employed to clean color booths [10]. The objective of minimizing color changeovers results in a certain number of consecutive vehicles of the same color in the sequence, within a given limit. This limit is an upper value of the color batch length used to insure periodic and mandatory cleanings, as well as a good paint quality [11]. Furthermore, RENAULT’s vehicle sequencing model varies from the original CS model by the characterization of its spacing constraints: they are defined as priority or non-priority. These two categories allow RENAULT plants to distinguish critical assembly shop operations from softer operations (mainly used to smooth workloads).

Consequently, RENAULT’s sequencing model is far more complex than the original CS model. By trying to optimize the requirements of both paint and trim shops, the model has to compute a multi-objective model with the following intentions: minimizing the number of color changes (#CC), minimizing the number of violated priority ratio constraints (#PCC) and non-priority ratio constraints (#NPCC). Final car assembly factories arbitrate those three objectives in consideration with labor costs, workforce availability, impossible sequencing configurations, and performance goals (i.e., color batches). Considering that non-priority constraints have a lower importance than priority constraints, three objective rankings must be considered: 1° Minimize #PCC, then #CC, then #NPCC, 2° Minimize #PCC, then #NPCC, then #CC, 3° Minimize #CC, then #PCC, then #NPCC. To evaluate the cost of a sequence, the first objective is assigned with a penalty of 10⁴, the second one with 10³ and the third one with 1.
RENAULT’s actual car sequencer is running since 2000s and has known a lot of improvements, especially thanks to the ROADEF challenge in 2005. However, it now seems to struggle facing the new challenges of the automotive industry.

### 3.2. New Challenges Faced by the Automotive Industry

The automotive industry is challenged by three topics that are related to the sequencing strategy: manufacturing efficiently a high level of car diversity (especially true for the European industry), performing through innovative or disruptive production systems and handling more and more vehicles with specific plant routing requirements.

**Steady level of high customization:** The automotive industry is characterized by a high level of car diversity, given by a huge number of models, features and options combinations. This high level of customization describes well, especially the European car constructors’ strategy, which goes hand in hand with their make-to-order model. Nevertheless, this large amount of customization represents a big challenge for final assembly plants because it increases the complexity of parts’ procurement, scheduling, sequencing and manufacturing [12]. For example, the increase of the color palette has a direct and negative impact on color batches and hardens the vehicle sequencing process [10].

**Emergence of new plant configurations and alternative production systems:** In the age of Industry 4.0, RENAULT plants are being deeply transformed with new types of organization, new information systems (IS) and new tools helping operators to achieve their tasks. New plants incorporate innovative line configurations: plants are getting more and more unique compared to each other. However, it has become a big challenge for RENAULT’s vehicle sequencer to adjust to new plant configurations. For example, the original sequencer was made to meet the expectations of configuration A in **Figure 4**. The three other configurations present two issues for which the actual sequencer is inaccurate: vehicles merging in paint shop (configurations B, C and D) and vehicles splitting after it (configuration C).

Moreover, the emergence of studies on reconfigurable lines or alternative production systems have shown up in the last decade and let us glimpse the future of automotive production. For example, let’s cite two European auto-makers that already have experienced the future of plants 4.0:

- PSA, a French car manufacturer has recently launched its “usine excellente” (excellent plant). Its production facility is centered on a principal regular assembly line, but the car diversity is handled in the end by small derivate lines.

- AUDI, a German auto-maker, is already experimenting its project “Small Factory 2035” in one of its plant in Hungary. Instead of a traditional interlinked conveyor system, the company prefers introducing numerous production stations that act like independent ones. Thanks to the concept of modular assembly, each vehicle has its own route through different production stations.

Finally, future automotive production facilities tend to present new configurations of regular conveyor belts at least, and totally revolutionary disruptive production systems at most. The management of various car routing represents a big challenge for future sequencing models.

**Management of vehicles with extended lead times:** Another challenge faced by various auto constructors is to deal with vehicles that have extended lead times (ELT). For example, RENAULT faces this kind of challenge with plants that produce the bi-tone vehicles. A bi-tone (or 2TON) vehicle is a car that has two different colors: one primary for the body and one secondary for the roof. Depending on the painting technology, it can take up to two additional hours for a 2TON vehicle to be painted compared with a regular 1TON vehicle. Since 2TON vehicles can represent more than 50% of the production volume for a given plant, sequencing 2TON and 1TON vehicles has become a big challenge for RENAULT’s vehicle sequencer. In fact, color batches are more complicated to optimize than previously. Thus, primary color batches have reached a drastically low value and, consequently, the paint shop operational costs are way higher than expected.
In a nutshell, RENAULT’s vehicle sequencer is well suited to meet the expectation of a linear plant defined by a classic conveyor belt going from body shop to trim shop, but it has trouble handling a high and never decreasing level of diversity, adapting to new or even disruptive plant configurations and handling more and more specific vehicle routings. Reconsidering the sequencing strategy now seems required and our expectations rely on the opportunities of an MMS approach.

3.3. Expectations in reconsidering the Car Sequencing with a Mixed-Model Sequencing Approach

The automotive industry is facing numerous challenges that involve its Car Sequencing performance. That’s why this section presents our several prospects in challenging the current sequencing model with a different approach based on the Mixed-Model Sequencing concepts.

Firstly, spacing constraints are an easy way to address production constraints for decision makers but could be used too approximately. Sometimes defined intuitively or by the rule of thumb, they may fail to avoid emergency situations [4]. By removing these spacing constraints and substituting them by accurate operational times and an MMS approach, we aim at reaching a greater number of feasible vehicle sequences than with a CS model in terms of work overloads minimization [13].

Secondly and as for the alternative and disruptive production systems, MMS seems more compatible than CS, especially regarding vehicle routing between shops or independent work-stations. The introduction of Industry 4.0 with concepts such as disruptive plant configuration and small derivate lines cannot be achieved without a powerful tool to map the whole workshop. A routing system is required to define the path and the operations sequence for each vehicle. To manufacture the maximum number of cars at the right cost, time and quality, the routing system needs to embed specific MMS data like detailed operations and tasks, work-stations configuration, as well as set up, operational and takt times. This makes MMS a more suitable model to sequence and route vehicles than CS.

Thirdly, specific vehicles with ELT could also be handled more accurately by MMS because of its direct consideration of operational times, work-stations and line configuration. This way, car assembly plants could avoid tremendous investments in manufacturing facilities such as delay lines or secondary paint shops (to deal with the 2TON vehicles issue) and intermediary stocks that reorder vehicles between shops.

Thus, MMS offers many opportunities to address the current automotive industry’s issues, but to our best knowledge, very few scientific contributions are considering the real performances of this model over CS with real industrial data. To illustrate this opportunities, section 4 presents an example to numerically illustrate the limits of CS and the opportunities presented by an approach that is more focused on actual field and production data.

4. Example in our industrial case study

This last section is dedicated to a numerical example to illustrate some weaknesses of the Car Sequencing model and the importance of considering a sequencing strategy based on the explicit consideration of operational times and production features. Focused on a single work-station, Section 4.1 describes the scientific calculation of a ratio for a constrained workspace while section 4.2 illustrates the lack of flexibility in the generation of eligible sequences by a CS approach.

4.1. Scientific Calculation of a Ratio for a Constrained Work-Station

In practice, N/P spacing constraints are mostly defined intuitively or by the rule of thumbs, by considering the number of vehicles having a considered feature over the total number of vehicles to produce. Nevertheless, the scientific literature describes a method to calculate the ratio of a spacing constraint using operational times [4][6][14]. It considers some production features (all expressed in time metric, i.e. minutes for example) such as the cycle time ($T_{cycle}$) and the highest/lowest duration of assembly tasks ($T_{sup}$ & $T_{sub}$). It also defines the following ones: the reduction delay obtained by assigning a vehicle with a low workload to the sequence ($R_{sup}$); the supplementary delay that a high workload vehicle adds up to the operator ($R_{sup}$); the maximum delay that can be accumulated by an operator ($R_{max}$). $R_{sup}$, $R_{sup}$ and $R_{max}$ are represented in Figure 5 and calculated as follow by Equation (1), where $Max$ and $Min$ are the upper and lower boundaries of the operator’s workspace, as defined in section 2.1 ($Min \leq 0$ and $T_{cycle} \leq Max$).
$R_{\text{inf}} = T_{\text{cycle}} - T_{\text{inf}}$

$R_{\text{sup}} = T_{\text{sup}} - T_{\text{cycle}}$

$R_{\text{max}} = (\text{Max} - \text{Min}) - T_{\text{cycle}}$

For a single workstation, the calculation of the ratio $N/P$ is given by Equation 2.

$$N = \left\lfloor \frac{R_{\text{max}}}{R_{\text{sup}}} \right\rfloor \text{ and } P = N + \left\lceil \frac{N\times R_{\text{sup}}}{R_{\text{inf}}} \right\rceil$$

The following section presents a numerical example of this calculation as well as some remarks on the sequence flexibility generated by such an approach.

### 4.2. Example on the Flexibility of a Sequence Generation for a Constrained Work-Station

This last part focuses on the lack of flexibility in the sequence generation by the Car Sequencing model. As an example, we consider a single workstation on which two different vehicles are assembled: a top-of-the-range model and an entry-level one. Their assembly durations (expressed in minutes) are respectively $T_{\text{sup}} = 1.30$ and $T_{\text{inf}} = 1.10$, for a cycle time of $T_{\text{cycle}} = 1.20$. The upper and lower boundaries of the workspace are $\text{Max} = 1.40$ and $\text{Min} = 0.10$. The scientific calculation given above gives us $N = 3$ and $P = 6$ so a ratio of 3/6 for the spacing constraint. Nevertheless, setting the ratio to 3/6 deprives us of many other sequence configurations, as shown in Figure 6. It illustrates a sequence having a ratio of 3/6 on yellow vehicles (A) and two other sequences (B & C) that neither respect this constraint nor generate work overload for the operator. In configuration A, the spacing constraint of 3/6 is perfectly respected, and no work overloads occur. Configuration B does not respect the 3/6 constraint, as illustrated in the sub-sequence going from vehicle #02 to #07 with 4 high workload (yellow) vehicles in a sequence of 6. Even so, it does not generate work overloads. The observation is the same for configuration C but in this case, an additional high workload vehicle is introduced in the sequence of 12 without causing disruption to the worker. Thus, those three configurations are eligible because they do not put the operator in an emergency. Nevertheless, both sequences B & C are not considered by CS because they do not respect the 3/6 constraint. In a nutshell, the definition of a spacing constraint is critical and impacts sensibly the sequencing possibilities. Even scientific calculations can ban eligible sequences.

![Figure 5: Illustration of production features used for the scientific calculation of an N/P ratio](image)

![Figure 6: Movement diagrams of three different sequence configurations](image)
In the end, a sequencing approach based on the principles of the Car Sequencing model shows some limits. First, a sequencing strategy based on spacing constraints quickly leads to approximations and impacts downwards production volumes of constrained features. Secondly, the CS model is likely to generate fewer realizable sequences than the MMS model.

5. Conclusion and Perspectives

This conference paper focuses on one of the most strategic processes in the automotive industry, which is the construction of the daily vehicle production sequences. Thereon, three main models are discussed in the scientific literature: the Car Sequencing (CS), the Mixed-Model Sequencing (MMS) and the Level Scheduling (LS). While the LS model focuses on Just-In-Time requirements by seeking for smoothing the part consumption, the two others target the minimization of work overloads. Since 1990s, car manufacturers opted for the CS strategy. This preference is due to CS advantage in simply addressing the industrial environment’s constraints via sequencing rules, that are easy to understand and interpret for decision makers. Moreover, since the ROADEF challenge in 2005 and the publication of RENAULT’s industrial data, this model has experienced a renewed interest from the scientific community. Nevertheless, the actual RENAULT Car Sequencing model is facing some difficulties regarding new challenges of the automotive industry; a steady high level of customization, some peculiar or disruptive plant configurations, extended lead time vehicles and routing… Our numerical example shows also some limits, due to approximations in the definition of spacing constraints. That’s why, in this challenging and fast-changing industrial context, we encourage new industrial case studies to consider whether CS is still the best sequencing strategy.

As a perspective, we aim at conducting a study comparing the performances of RENAULT’s Car Sequencer with an MMS approach and real-life data on operational times and production features. As MMS requires a high quantity of data and running time, we are already considering some strategic cuts on the problem data, such as reducing the number of workstations by identifying the critical set of workstations and the number of variants per workstation.
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Abstract. Since its appearance, Demand Driven Material Requirements Planning (DDMRP) is under the spotlights in both scientific field and industrial deployment. Although some companies are now sharing their results after their DDMRP implementations, none or very few have collaborated with scholars to scientifically study the important issues and stakes of the method within their specific environment. This paper presents a methodology to answer the real industrial questions raised on deploying DDMRP. A case study from a dermo-cosmetic industry illustrates the method. The main issues that must be answered first are developed. They should be the start of different research subjects in order to unite the industrial problems with the scientific approaches and tools.

Keywords: DDMRP, feedback, stakes, analysis, industrial case.

1. Introduction

Demand Driven Material Requirements Planning (DDMRP) is a material management method introduced by C. Ptak and C. Smith in 2011 [1] and 2016 [2]. Crossover between push flow and pull flow methods, the DDMRP logic is based on strategic buffer positioning and replenishment. Studied more and more lately, DDMRP seems to give good theorical and practical results. However, the method is not deployed in many companies and suffers from a few industrial feedbacks to guide research.

In order to focus research on real industrial issues, this paper presents a methodology to find and solve real-life problems in collaboration with an industry. As an application, a case study from a dermo-cosmetic company willing to deploy DDMRP along its supply chain is developed. This application is currently in progress so only the first steps of the methodology are presented, including the main industrial issues that the company must solve before deploying DDMRP.

These issues concern a lot of industries, not only the dermo-cosmetic ones, and should be the start of different research subjects focused on industrial problems. Three manufacturing departments are targeted: supply, production and distribution. In each department, the three most important questions to answer are raised.

The paper is organized as follows:
- section 2 presents the main points of the method DDMRP and a brief literature review;
- section 3 is the presentation of the methodology used to answer the problematic;
- section 4 presents the current results in a real case study according to the different steps of the methodology; and
- section 5 is the conclusion and opening.
2. Literature review about DDMRP theory and feedbacks

The DDMRP is composed of 5 steps [2]. The first one, “Strategic Inventory Positioning”, consists in determining the strategic points in the Bill Of Material (BOM), for each product, where a buffer will be set up to create an independence. The points are called decoupled points and they introduce a new parameter called the Decoupled Lead Time (DLT). The DLT is the longest unprotected (by buffers) lead time in the BOM. The DDMRP recommends three types of buffer: the stock buffer, the time buffer and the capacity buffer. The stock one will lead to physical pieces whereas the time and the capacity ones are just control buffers: for example, a time buffer will indicate if pieces might arrive late, leading to shortage in raw materials or resulting from manufacturing issue, so decision have to be taken to ensure production (it is not used for pieces to arrive early, otherwise it would be quite similar to a stock buffer).

The second step, “Buffer Profiles and Levels”, is where the buffers are sized. Each buffer is composed of 3 main zones: the green zone (representing the minimum order quantity to produce or supply), the yellow zone (the heart of the demand coverage, representing the average stock consumed during replenishment) and the red zone (behaving as a safety part). Using parameters such as the Average Daily Usage (ADU), the Minimum Order Quantity (MOQ), the Lead Time Factor (LTF) and the Variability Factor (VF), the zones of a stock buffer are sized as follows:

\[
\begin{align*}
\text{Yellow zone} &= \text{ADU} \times \text{DLT} \\
\text{Red zone} &= \text{Yellow zone} \times \text{LTF} \times (1 + \text{VF}) \\
\text{Green zone} &= \max(\text{MOQ}, \text{Yellow zone} \times \text{LTF}, \text{ADU} \times \text{desired order cycle})
\end{align*}
\]

The sum of the red zone (2) and the yellow one (1) is called the Too Of Yellow (TOY), and the sum of the TOY and the green zone (3) is the Top Of Green (TOG).

The LTF and VF have no mathematical definition. To choose the LTF, the DDMRP’s authors recommend defining three categories (short, medium and long), and affecting one of these categories to each product regarding the DLT of the product among the others (a product considered with a short lead time will have a LTF between 20% and 40%, according to the authors’ recommendations). Likewise, The VF is chosen by defining three categories (low, medium and high) according to the variability of the product (known by experience and rules for example).

The third step, “Dynamic Adjustment”, is the size adjustment of each buffer regarding the demand changes. With seasonality effect, the buffer sizes might change. This step consists of using a Planned Adjustment Factor (PAF) to consider seasonality, ramp-up or ramp-down (ADU’ = ADU * PAF).

The fourth step, “Demand Driven Planning”, is the generation of supply order to replenish the buffers using the Net Flow Equation (NFE). The NFE is defined as follows:

\[
\text{NFE} = \text{On-hand} + \text{on order} - \text{qualified sales order demand}
\]

Where the qualified demand is the sum of the current demand (of the day) and the future demand considered as a spike. To determine if a demand order is a spike or not, two parameters have to be defined: the order spike threshold (below this threshold, a future order is not considered as a spike so it will not be count today) and the order spike horizon (after the horizon, the spike is not considered today). Each time the NFE falls into the yellow zone (or red zone), a supply or production order is generated. The quantity to supply is equal to the TOG minus the NFE (so the buffer will be replenished up to its top).

The fifth and last step, “Visible and Collaborative Execution”, is the use of alerts to manage the system from an execution point of view. For the independent points (regarding to the BOM), there are two buffer status alerts: the current on-hand alert and the projected on-hand alert. For the dependent points, the two synchronization alerts are the material synchronization alert and the lead time alert (more details in the authors’ book [2]).

Since the introduction of DDMRP in Orlicky’s Material Requirements Planning – Third Edition [1], DDMRP has been a rising research subject. Publications on DDMRP (and Demand Driven Adaptive Enterprise [3]) focus on comparisons with other methods ([4], [5], [6]) or with previous system ([7]), on improving the method or adding tools ([8], [9], [10]) or on highlighting some opportunities ([11], [12]). While several companies divulge their results to the glory of DDMRP (Shell, Coasa, Biomérieux, Michelin, British Telecom, etc.), particularly on the Demand Driven Institute website [13], just a few has collaborated with academic researchers to arise fundamental questions and drive science forward.
Although the parameters choice seems fuzzy and subjective, only a few scientific approaches seem to have been done to find the best way to choose them ([10] lately, for example), but some questions remain: how to place the strategic buffers? How to choose between a time buffer, a capacity buffer or a stock buffer? How to decide when the dynamic adjustment of the parameters must be done? Etc. Moreover, these questions are theory-oriented whereas the DDMRP is a material management method designed to be deployed in the industry. That is why the research problematic of this paper is: What are the industrial problems linked to DDMRP and how to solve them? Answering this question will allow scholars to understand the real industrial issues and focus the research on these problems.

3. Methods

To answer the problematic, the following steps have been identified:

1) Define the current issues and the stakes of deploying the DDMRP
   This step consists to understand the problems highlighted by managers into a company willing to deploy the DDMRP. It will give an overall view of the problems, and the reasons to choose the DDMRP instead of something else.

2) Collect different opinions about the subject and the way of thinking/working in the company
   By interviewing the stakeholders, managers and users, researchers will identify and categorize the problems: is it a common problem? Does is appear often? In which department? Who is in charge of…? Etc.

3) Gather all the problems and prioritize them
   After bringing the issues together, a root-cause analysis might be done to some of them to identify the origin of the problem. Using criticality and likelihood of occurrence for example, the problems can be prioritized, in order to focus the research on significant issues.

4) Identify a mean to solve the problems
   Now that the important issues and questions have been raised, researches (and stakeholders) must find the best way to answer them (using simulation, for example).

5) Find solutions
   A methodology might be defined to find solutions. In the case of using discrete event simulation for example, the sub-steps have been identified:
   - a. Create a model of the chosen perimeter
   - b. Determine the inputs and outputs
   - c. Collect data to feed the model
   - d. Define a design of experiments
   - e. Simulate each scenario
   - f. Analyse and conclude (or start again at a previous step)

6) Discuss the found solutions with the stakeholders
   The academic work might be done here, handing the reins to the industrial managers to apply the found solutions, or these solutions might be discussed in order to deploy them into the company.

7) Deploy the solution(s)
   According to the company philosophy, the personnel management, the technology involved, etc., the deployment of the solution(s) must be considered and maybe studied too.

8) Conclude, document and share (and move on to another issue)
   According to the results and the stakes, the solution deployment must be evaluated. Some corrections might appear. The results, if not subjected to a confidentiality agreement, must be shared among the academic field in order to drive science forward.

To illustrate this method, a dermo-cosmetic industry willing to deploy the DDMRP is presented. The next section gathers and develops the three first steps of this application. Due to space issue, all the problems are not presented in this paper. Therefore, the next section is composed of an overall view of the problems, a DDMRP feedback from the company, and finally the main questions that must be answered before deploying widely the method.
4. Results

4.1. Define the current issues and the stakes of deploying the DDMRP in the company

The company suffers from both a complex market and a complex production environment. The dermo-cosmetic market is characterized by a strong competition, a high product range replacement (about 30% per year), a global distribution with different regulation contingencies and an economic crisis. In production, the company’s managers must deal with large minimum production order quantity, capacity management (particularly with the operator’s competences and outsourcing capacity), technology constraints, formula fragilities and crossed flows between plants. Suffering from bad forecasts, lack of agility, visibility and trust between actors, weakness to absorb variability, use of a complex information system, no stock flow and securing policies, etc., a pure push-flow method within the supply chain did not seem to be efficient. That is why the deployment of DDMRP appears to be a solution.

However, it raised a lot of questions about coupling DDMRP with the dermo-cosmetic company’s constraints that must be studied and answered before deploying the method. The questions concern the three following industrial departments: supply, production and distribution.

Moreover, DDMRP is already tested in the company’s supply chain (for the buyers in the supply department and in two distribution subsidiaries). This pre-deployment raised other questionings and way of thinking to enlarge the method within the whole supply chain.

4.2. Collect different opinions about the subject and the way of thinking/working in the company

To accomplish this step, the research team (a student and his supervisor) met the stakeholders (project managers, production managers, buyers, users, etc.) of the company during a week. Some interviews have been done to understand the current issues in the company and to collect DDMRP users’ feedback where the method has been already deployed.

DDMRP was initially deployed in the supply department, with the raw materials buyers. Due to a complicated start where stocks were increasing then stagnant at a higher level than expected, it has been decided to change some parameters. As there is no automated system within the DDMRP method to adjust the parameters except the ADU ([8]), these empirical adjustments took time. It was difficult but efficient, leading to an expansion of the deployment perimeter.

Nowadays, DDMRP is deployed for all materials (manufacturing components and conditioning components) and deployed and tested in distribution between the central stock and two subsidiaries. With this complicated start, the company’s managers understood:

- The difficulties to instantiate DDMRP when the impact of a parameter change is not known;
- The fact that DDMRP buffer stocks might not be the solution for every products or components;
- The parametrization has to be done and studied for each product or family; and
- The setting up of the method arises a lot of questions that must be studied.

Regarding the difficulty to standardize the DDMRP within each sector, it has been decided that each department will deal with it by its own. As a result, DDMRP is set up differently in each sector.

In the supply sector, they use 12 buffer profiles and each product is attached to one of them according:

- The lead time category (short, medium, long); and
- The variability calculated as the ratio between the Minimum Order Quantity (MOQ) and the cover of the yellow part. Hence, they defined four types of variability (from very high if the yellow part is covered by less than half of the MOQ (then the variability factor is 1) to low when the yellow part represents more than twenty MOQs (variability factor is 0.25)).

The Average Daily Usage (ADU) is calculated each week, using historical and/or forecasted data (depending on the lead time of the product and if it is the beginning of the end of the product). The horizons used to calculate the mean demand are between 40 and 120 days of historical and/or forecasted data. The profile affection of each product is revised each week with the routine previously introduced: when a new affection is the same during 3 straight days, the buyer should change the buffer profile. The other parameters (DLT, LTF, VF) are not revised periodically.
In the French distribution centre, each supply order is categorized (A, B, C) according to reference rotation. Then, according to the stock location (there are two warehouses), buffer profiles are different. Finally, in one of the two warehouses, the buffer profiles are divided in two categories according to the product type (final product or promotional article). This leads to 9 different buffer profiles. The profile affection is revised each morning: if a product buffer has to change of profile, it is done immediately. The buffers parameters are rarely changed, especially because there is no stock objective (except the warehouse size) in this subsidiary. In case of shortage, an analysis is done, possibly leading to an increase of the VR for example.

As a test, DDMRP has been deployed in the Spanish subsidiary for only two brands representing about 20% of references. 7 buffer profiles have been identified to respond to different needs (campaign launch, kitting and regular profile) with different parameters: two LTF and two VF. The ADU is calculated with forecast based on 14 weeks and the order spike horizon is set to three times the DLT. Except for the ADU, none of the DDMRP parameters were dynamic. Due to workload-capacity issues, some DLT has been increased in order to avoid shortages. This was mainly because the central distribution centre was not prepared to send small but regular lots to the Spanish subsidiary (in accordance with the DDMRP logic). The lack of information about parameters change effect constraints to make empirical changes without real knowledge of the impacts.

4.3. Gather all the problems and prioritize them

Within each sector, the main issues of the case study’s company are presented and developed here. A summary is given in Table 1. Each issue is specified as a specific problem to the dermo-cosmetic industry or a generic one (potentially shared with other industry) from the author’s estimation.

4.3.1. Supply problems

The three main problems raised in the supply department are the “market supply”, the double sourcing and the large MOQ with erratic demand.

Market supply (quite specific to the case study): Market supply is a type of supply where the company’s suppliers produce the raw materials using large lot sizes in order to gain production efficiency (less set-up times lost). The company gives to its suppliers a forecast for the raw materials, suppliers will group the forecasts into one big production order, and then the company’s buyers can pick some materials up from the stock made.

The question here is to couple DDMRP with this kind of supply (if it is relevant).

A solution to study could be a two-stage system where the supplier launches big production order according to the company’s forecast and the company picks up little quantity according to DDMRP’s recommendations.

Double sourcing (general issue): For many components, the company has to deal with double sourcing: the supplies come from different suppliers. Each supplier has its own lead times, its own minimum order quantity and of course its own variability. How could the buffers be sized in this case? What are the parameters to choose facing double sourcing?

Nowadays, there is no research on DDMRP and double sourcing issue. However, it is a common problem that many companies must deal with, so it could be an interesting research subject to investigate.

Large MOQ and erratic demand (quite general issue): The company and its suppliers reached an agreement, several years ago, on the MOQ to order. These MOQs are quite large, in contradiction with DDMRP’s politics. The MOQs are so big that they represent about 80-90% of the buffer sizes. This means that the yellow and the red zones are so little that they cannot absorb any demand variation, leading them to be quite useless. This is mainly a problem with raw material used in products suffering from erratic demand (for example two big demand orders a year).

Because of the DDMRP’s logic of replenishment, these raw materials are supplied directly when they are used, instead of waiting for a real demand (and so they wait in stock during several months). DDMRP’s stock buffers do not seem to be efficient everywhere: nowadays, do the previous MOQs mean something regarding the company’s needs? Does the company have to renegotiate the MOQs with the...
suppliers to reach DDMRP’s logic? Is the DDMRP’s stock or time buffers appropriate for these situations? How could the company decide if a raw material has to be supplied using DDMRP or not?

4.3.2. Production obstacles

In production, the main obstacles are the amalgams management, the workload smoothing and capacity management and the phase-in/phase-out and end-of-life management.

Amalgams (specific to the case study): The main problem the company has to deal with today in its workshop is the notion of amalgam: because of productivity worries and technical constraints, the production lots are bigger than necessary and dispatch into different packaging (types of packaging (bottle, tube, etc.) and capacity (100 ml, 200 ml, etc.)). Moreover, the company is suffering from a quite bad Overall Equipment Efficiency (OEE), leading the production managers to launch big packaging order every time it is possible. Launching a small production order is not even considerable because it would decrease the OEE, whereas the main objective given to them is to have a good OEE. How must the company do to configure the buffers with these production policies?

Up to now, two solutions have raised lately:

1) When the NFE of a product falls into the yellow part of its buffer, a production order is launched (bigger than just the product’s need) and the dispatch is made up using the NFE of each product made of the same recipe than the one that must be produced.

2) The second option is to create a virtual buffer for some products using the same recipe. When the NFE of this virtual product falls into the yellow part, this means that the “sum” of a combination of each product using the recipe has to be refilled. In order to avoid stockout, a strategic decision has to be made to group several products into the same virtual one that will represent them (according to the type of packaging or the container’s capacity for example).

The first solution could lead to more stock than expected for some references, but the second one can lead to shortages. These two solutions must be studied, using simulation for example, in order to choose the best one. Some other solutions may appear too.

Workload smoothing and capacity management (generic issue): Due to demand and production variabilities (breakdowns, operators’ absences, etc.), production managers have a key role to smooth workload, considering: reactor availability, raw material availability, operators’ competences, expected production lead times and production parameters (recipe available for a type of reactor for example).

Moreover, DDMRP works in infinite capacity ([2], [9]). To smooth the workload, the Planned Adjustment Factor can be used, if we know the trend in advance.

The company faces sporadic demand on some products, causing bullwhip effect in the supply chain. The quick descent of need that DDMRP will bring worries the production department, facing more or less long set-up times (between each semi-finished product and between different format). The DDMRP aims to reduce bullwhip effect with its agility but the company’s production managers might not be as agile as it would require regarding the production constraints (large production lot, low OEE).

Considering the complexity of the company, the capacity management has a key role in the deployment of the DDMRP and needs to be studied before.

Phase-in/phase-out and end-of-life management (generic issue): These kinds of problem might be dealt in part with the virtual buffer (presented previously) if a new product entering on market is a new version of an old one using the same recipe. For the others, several questions are rising on DDMRP parameters choices and production management (priority management for example), that must be discussed at each level of the decision-making process (strategical, tactical and operational). This subject must be more studied in the literature, because it is a common problem in the industrial world.

4.3.3. Distribution issues

In distribution, the company has to couple DDMRP and allowance constraints, to manage capacity when spikes appear and to deal with phase-in/phase-out and end-of-life management with far-off countries.

Allowances (quite generic issue): The company set up a process for its distribution part based on forecast, orders and stock levels to send products from the central stock to the subsidiaries and distributors. For
each reference, the stock sent each week is called an allowance (this is the stock allowed by the execution
team to the subsidiary/distributor). This allowance is calculated each week-end, where an algorithm
scatters the released stock between the subsidiaries/distributors, considering a promise (which is a
promise of a stock made by the execution team based on forecast and capacity), the local stock (for the
subsidiaries only because local stock level is known) and the real demand orders. To summarize, a
calculation is made each week to send products from the central stock to the subsidiaries and distributors.
Considering now the DDMRP mechanism, where a supply order can be generated whenever in the week.
If the subsidiary/distributor has the allowance for a reference, there is no problem (a supply order will be
generated and the execution team will allow it, unless otherwise specified). Now considering there was no
allowance for that reference because its stock was not released before allowances calculation: if the stock
is released on Monday, knowing that allowances are not updated during the week, if a subsidiary needs
stock for that reference on Tuesday or after, the order will be canceled because of the allowance limit.
Even if the execution team authorizes the needy subsidiary to take the stock when it is released, a needier
one could need it tomorrow and could have priority. Even though production priority can be dynamic,
agile and quick, it seems more difficult in distribution.
Should the company blindly trust the DDMRP logic or should it couple its current model with it?

Capacity and spikes management (generic issue): Like in production, the workload smoothing is an
important question within DDMRP method. Some events can be predictable (the start of a new campaign
for example) but others are not, particularly the spikes. According to the DDMRP methods, the spikes are
managed with two parameters: the order spike threshold (which will determine whether an order is a
spike or not, using a percentage of the red zone (typically 50%)) and the order spike horizon (which will
determine whether the spike has to be consider now or later, set to a realistic reaction time (at least equal
to the DLT)) [1]. However, the company suffers from unpredictable events considered as spikes but
without an efficient reaction time to deal with: What should be the recommendations of DDMRP
parameters in a such case? Will the DDMRP be able to respond to the unpredictable demand or not?
The DDMRP aims to work efficiently within its “comfort zone” where demand is variable but known in a
dedicated horizon, but how should it be configured in order to consider a more volatile demand: larger
DLT? Larger variability factor? Larger order spike threshold? Larger order spike horizon (as in the Spain
subsidiary where it is equal to three times the DLT)?...

Phase-in/phase-out and end-of-life management and far-off countries (generic issue): As in the production
department, the phase-in/phase-out and end-of-life management is a key question of the distribution
department because of the complexity of the dermo-cosmetic market (where 30% of the products are
changed each year). Even though there is no large lot sizing issue in distribution (contrary to production),
the way of managing the end of a product within the DDMRP arises in questioning: how to synchronise
the products? How to choose the start/end date and the parameters to slow down an activity/a product?
Moreover, the company has several far-off countries, adding complexity in the wanted agility to deal with
phase-in/phase-out and end-of-life management. The company wants to send the right product at the right
time in the right country. Following a replenishment logic such as DDMRP might send stock too early,
resulting in moving or destroyed stock due to mistakes or expiry dates.
Furthermore, it is the execution team that manages these expiry dates today. Before sending stock in a
country, the execution team takes care of the expiry dates (known in the central stock only) in order to
send viable products. As the deliveries are made on Monday with the current system today, this work is
easily done. With DDMRP generating orders whenever, this represents a bigger workload for the execution
team, and they fear to fail to deal with expiry date and far-off countries.

The previous questions are summarized in the following table:

<table>
<thead>
<tr>
<th>Department concerned</th>
<th>Main questions raised</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supply (4.3.1)</td>
<td>How to couple DDMRP mechanism with a “market supply”?</td>
</tr>
<tr>
<td></td>
<td>How to consider double sourcing in DDMRP parameters?</td>
</tr>
<tr>
<td></td>
<td>How to deal with large MOQ and erratic demand with DDMRP?</td>
</tr>
<tr>
<td>Production (4.3.2)</td>
<td>How to deal with amalgams in DDRMP?</td>
</tr>
<tr>
<td></td>
<td>How to manage capacity and workload smoothing with DDMRP?</td>
</tr>
<tr>
<td></td>
<td>How to handle phase-in/phase-out and end-of-life management in production</td>
</tr>
</tbody>
</table>
with DDMRP?

<table>
<thead>
<tr>
<th>Distribution (4.3.3)</th>
<th>How to couple distribution allowances and DDMRP?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>How do deal with DDMRP spike management in a volatile market?</td>
</tr>
<tr>
<td></td>
<td>How to handle phase-in/phase-out and end-of-life management in distribution with far-off countries and expiry dates in DDMRP?</td>
</tr>
</tbody>
</table>

These are the important questions that must be answered by the researchers in collaboration with the industrial stakeholders, in order to deploy DDMRP efficiently.

5. Conclusions and opening

With the aim of deploying the DDMRP efficiently in the industrial world, it is important to answer the real questions. In order to do that, this paper presents a methodology to raise the industrial issues and to solve them.

Using a real case study, the main problems in the dermo-cosmetic industry are presented. These questions are not limited to this kind of industry and some of them are addressed to a wide group of company.

In the supply department, the questions are about coupling DDMRP and: supply market, double sourcing, and large MOQ with erratic demand.

In production, the obstacles are about dealing with DDMRP and: amalgams, workload smoothing, and phase-in/phase-out and end-of-life management.

In distribution, the issues are about DDMRP and: distribution allowances, spike management in a volatile market, and phase-in/phase-out and end-of-life management with far-off countries.

These questionings should feed the scholars with industrial research subjects.
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Abstract. In this study, we investigate a manufacturer’s production planning problem for a customer’s order under uncertain quality. Particularly, the manufacturer operates under a make-to-order production strategy and needs to determine the production size for a customer order. Due to the manufacturing process, the quality of the units produced vary and we consider that there is an arbitrary number of quality classes. Knowing manufacturer’s process, the customer imposes restrictions on the average quality received in addition to the order fulfillment requirement. We formulate a two-stage stochastic optimization model for this problem and present an augmented probability simulation-based optimization solution approach.
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1. Introduction and Literature Review

Production planning is a paramount part of the manufacturing processes and has long helped balance supply and demand. Therefore, production planning models are of interest to practitioners and have been extensively studied in literature. This paper presents a manufacturer’s production planning problem for a customer’s order under quality uncertainty. In particular, the manufacturer works with a make-to-order production strategy. The production size given a customer order needs to be determined under uncertain manufacturing quality with varying levels. Hence, our focus is on production planning problems under quality uncertainty with heterogeneity. Reader is referred to Mundi et al. [1] for a recent relevant review.

Such production planning problems are seen in a wide range of domains. For instance, crude oil selection and procurement is paramount in the oil refining process since it impacts the profit margin of the refinery. However, the manufactured crude oil has an uncertain quality. Yang and Barton [2] have presented a two-stage stochastic optimization model that incorporates such uncertainty in the oil supply availability. Teunter and Flapper [3] considers the uncertainty of core quality levels in determining optimal acquisition decisions by considering multiple quality classes and a multinomial quality distribution for an acquired lot. In the case of deterministic demand, they derive a closed-form expression for the total expected cost. For uncertain demand, they present optimal newsvendor-type solutions for the optimal remanufacture-up-to levels and an approximate expression for the total expected cost given the number of acquired cores. Another example could be diamond cutting. When the expert works on raw diamond, there would be different levels of cuts, which would determine the price. This list could be extended to include solar panel and marble production.

The randomness in supply allocation are major sources of uncertainty in production planning. Li et al. [4] present a generalized supply chain model for both deterministic and random demand subject to supply uncertainty after the supplier chooses the production input level. Chen and Xiao [5] assume the uncertainties in the production disruption risk and capacity allocation and develop supply chain game...
models for production and outsourcing. Anupindi and Akella, [6] examine the operational issues of quantity allocation between two uncertain suppliers and its effects on the inventory policies of the buyer. Ciarallo et al. [7] discuss the aggregate planning problem for a single product with random demand and random capacity while considering the uncertainty in unplanned machine maintenance, varying production yields and rework.

Lastly, uncertainty of production quality is extensively studied. Galbreth and Blackburn [8] explore the optimal acquisition quantities in remanufacturing with condition uncertainty. This was extended by the investigation of acquisition and sorting policies in the presence of used product condition variability for a remanufacturer facing both deterministic and uncertain demand [9]. Galbreth and Blackburn [10] consider the acquisition and production decisions of a remanufacturer who acquires used products of variable condition and allocates remanufacturing activity to domestic and offshore facilities. Most of the literature on production quality defines yield as the percentage of working products, for instance see the review of Yano and Lee [11].

The simplest yield model assumes that each produced unit follows a Bernoulli distribution resulting with a working or a defective product with a pre-specified probability. On the other hand, stochastically proportional yield models can explicitly model the parameters of the yield rate, independently from the production size. For instance, truncated Normal [12] and Beta distributions [13] are utilized to model the mean and variance of the yield. All these aforementioned approaches for modeling yield uncertainty assume that randomness in yield are independent from previous decisions. A variety of models relax that assumption by considering the dependence of yield on previous production [14-16] and maintenance [17] or both [18].

This paper differs from the previous studies in several ways. First, we assume endogenous yield, i.e., production size, as the manufacturer’s decision variable, impacts the yield uncertainty of multiple quality levels for the product. Particularly, we extend the simple Bernoulli yield model to multiple quality levels and use multinomial distribution. Multinomial distribution is utilized to model the quality of the used product returns to determine the fraction of each quality level of returned products when there are more than two quality levels [19]. Second, in planning production size for a customer’s order, we explicitly consider the quality restrictions imposed by the customer. As a result, this make-to-order production planning problem for a single-product with multiple quality classes corresponds to a two-stage stochastic optimization model. In the first stage, the manufacturer decides on the production size, which specifies the parameter of the multinomial distribution for the number of resulting end-products within each quality class. In the second stage, given the quality level of each end-product is observed, the manufacturer decides on how many products from each specific quality class are to be used towards satisfying the customer’s order with quality restrictions.

Typically, decomposition and Monte Carlo simulation-based methods are used for two-stage stochastic optimization models in the literature. Nevertheless, such methods can be inefficient for the problem under investigation due to endogenous uncertainty. Therefore, we propose an augmented probability simulation (APS) based optimization method to solve the two-stage stochastic optimization model. APS based methods are efficient for searching in the joint decision and random variable space, which enable handling models with endogenous uncertainty.

To the best of our knowledge, a production planning problem under uncertain heterogeneous yield quality and with quality restrictions on the customer order has not been analyzed in the literature. Our contributions include realistic modeling for this practical problem in make-to-order environments and developing a methodology to solve the resulting two-stage stochastic optimization problem. The rest of the paper is organized as follows. Next section describes the problem formulation in detail. Section 3 introduces the proposed solution approach and presents its formulation to solve for the described optimization model. The paper concludes with an overview, limitations, and directions for future research.
2. Problem Formulation

Consider a manufacturer, who operates under a make-to-order production strategy. That is, the manufacturer first receives an order from a customer, and then manufactures the customer’s order. We consider that the products manufactured might have varying qualities even if they are manufactured through the same processes. That is, we consider a single-product multiple quality classes. In particular, after each product is manufactured, it is tested and inspected for its quality level. Suppose that a finished product can be classified into one of the $n$ quality classes and let these quality classes be indexed by $i$ such that $i \in I = \{1, 2, \ldots, n\}$. Furthermore, let $q_i$ denote the quality level of a product in quality class $i$ and, without loss of generality, we assume that $q_1 > q_2 > \cdots > q_n$, i.e., the first class has the highest quality and the last class has the lowest quality. Note that, even if the finished products can have different quality levels, they incur the same unit manufacturing cost as they go through the same processes and use the same materials. Therefore, we assume that unit manufacturing cost is homogeneous and let $c$ denote the unit manufacturing cost.

As noted above, due to uncertainty in production, the quality class of a product is not known until it is tested and inspected after its production. Let $p_i$ denote the probability of a product being in quality class $i$ and $\mathbf{p} = [p_1, p_2, \ldots, p_n]$ be the vector of these probabilities. It then follows that, given $X$ products are to be manufactured, the number of resulting products in each quality class will be a random variable. Particularly, let $y_i(X)$ denote the number of products being classified as type $i$ when $X$ products are manufactured and let $\mathbf{y}(X) = [y_1(X), y_2(X), \ldots, y_n(X)]$ be the vector of $y_i(X)$ values such that $\sum_{i=1}^n y_i(X) = X$. Notice that $\mathbf{y}(X)$ has a multinomial distribution with probability mass function $f(\mathbf{y}(X))$, where

$$f(\mathbf{y}(X)) = X! \prod_{i=1}^n \left( \frac{p_i^{y_i(X)}}{y_i(X)!} \right).$$

(1)

In this study, we focus on the manufacturer’s production planning for a given customer. Suppose that a customer arrives with an order of $D$ units. Knowing that the manufacturer’s processes might have uncertain quality yield, the customer imposes a limit on the average quality of the received order as well as the products received from individual quality classes. Specifically, let $q^b$ denote the minimum average quality level required for the customer’s order. In addition, the customer might restrict delivery of products that are below a certain quality level. Let $I' \subseteq I$ denote the set of quality classes that the customer accepts.

Even though the finished products have the same manufacturing cost, the manufacturer charges different prices depending on the quality class of the product. Let $r_i$ denote the manufacturer’s unit selling price for quality $i$ products. We assume that $r_1 > r_2 > \cdots > r_n$ because a higher quality price has a higher value. In the case the manufacturer is unable to satisfy the customer’s order, we consider that the manufacturer will outsource the product from another manufacturer acceptable to the customer. To this end, let $q_0$ and $R_0$ denote the quality of the outsourced product and the manufacturer’s profit from delivering this product to the customer. Note that one can define $R_0 = 0$ in the case the manufacturer does not incur penalty costs or $R_0 < 0$ in the case the manufacturer is subject to unit penalty cost for being short. Furthermore, it is reasonable to assume that $q_0 > q^b$ because the outsourced product is acceptable for the customer. On the other hand, if the manufacturer is left with finished products that are not used towards the customer’s order, we assume that those products can be sold to other customers later but will result in a lower unit revenue, denoted by $h_i$ per unit for a product with quality $i$. We assume that $h_i < r_i$ considering that products that are not delivered to customer will be subject to inventory holding cost.

The manufacturer’s problem is to determine the production batch size, denoted by $X$, in response to the customer’s order for $D$ units. Note that, once $X$ units are produced and the numbers of products within each quality class are revealed, the manufacturer also needs to decide on the allocation of the products towards the customer’s order. Let $x_i$ for $i \in I$ denote the number of products from quality class $i$ allocated for the customer’s order and $x_0$ denote the number of products outsourced to be allocated towards the customer’s order. Furthermore, let $\mathbf{x} = [x_0, x_1, x_2, \ldots, x_n]$ be the $n+1$ vector of $x_i$ values. Figure 1 depicts the sequence of actions.
Figure 1: The sequence of events.

The manufacturer’s profit from the manufactured batch for the customer will depend on $X$ as well as the allocations made after the quality of the products are realized. Particularly, given $X$ and $y(X)$, one can note that $x_i \leq y_i(X) \forall i \in I$. Also, recall that the customer’s set of acceptable quality classes is $I'$, therefore, $x_i = 0 \forall i \in I \setminus I'$. The manufacturer’s revenue from sales of her own products to the customer amounts to $\sum_{i \in I} r_i x_i$ and her revenue from products that are not delivered to the customer amounts to $\sum_{i \in I} h_i(y_i(X) - x_i)$. Finally, her outsourcing related revenue (or cost) is $R_0 x_0$. It then follows that, given $X$ and $y(X)$, the manufacturer’s profit from allocation of the products, denoted by $\Pi(X)$, reads as

$$\Pi(X) = \sum_{i \in I} r_i x_i + \sum_{i \in I} h_i(y_i(X) - x_i) + R_0 x_0.$$  \hspace{1cm} (2)

In Equation (2), the first term is the revenues received from the manufactured products delivered to the customer, the second term is the revenues that will be generated from selling the products that are not delivered to the customer, and the last term is the revenue received from the outsourced products delivered to the customer. Note that, when $R_0 < 0$, the last term represents the penalty for under supplying the customer’s order.

The manufacturer will determine the optimal values of $x_i \forall i \in I \cup \{0\}$ in order to maximize $\Pi(X)$ once $y(X)$ is realized. This represents the manufacturer’s second stage problem. The manufacturer’s first stage problem is to determine the optimal production size for the customer’s order, i.e., the optimal $X$ value. In doing so, we consider that the manufacturer will maximize the expected net profit, which amounts to $E[\Pi(X)] - cX$, where $E[\Pi(X)]$ denotes the expected profit from allocation of the manufactured products to the customer and $cX$ represents the total manufacturing cost. We consider that the manufacturer has a production capacity of $U$ units, i.e., $X \leq U$. It then follows that the manufacturer’s two-stage stochastic optimization problem is:

$$\max_X \ E[\Pi(X)] - cX$$  \hspace{1cm} (3)

s. t. \hspace{1cm} X \in \{0, 1, 2, ..., U\}  \hspace{1cm} (4)

$$\Pi(X) = \max_x \ \sum_{i \in I} r_i x_i + \sum_{i \in I} h_i(y_i(X) - x_i) + R_0 x_0$$  \hspace{1cm} (5)

s. t. \hspace{1cm} $\sum_{i \in I \cup \{0\}} x_i = D$  \hspace{1cm} (6)

$$\sum_{i \in I \cup \{0\}} q_i x_i \geq q^4 D$$  \hspace{1cm} (7)

$x_i \leq y_i(X)$ \hspace{1cm} $\forall i \in I$  \hspace{1cm} (8)

$x_i = 0$ \hspace{1cm} $\forall i \in I \setminus I'$  \hspace{1cm} (9)

$x_i \in \{0, 1, 2, \ldots\}$ \hspace{1cm} $\forall i \in I \cup \{0\}$  \hspace{1cm} (10)
The objective function in (3) is the manufacturer’s expected net profit. Constraint in (4) assures that the production size is a nonnegative integer and does not exceed the manufacturing capacity. (5) defines the second-stage objective, i.e., the profit from allocation decisions, which is to be maximized. Constraint (6) guarantees that the customer’s order is delivered. Constraint (7) assures that the average quality of the deliveries made to the customer is greater than or equal to the minimum average quality acceptable to the customer. Constraints in (8) guarantee that the number of products delivered to the customer from a specific quality class does not exceed the number of products available from that quality class. On the other hand, constraints in (9) assure that no product is delivered to the customer from quality classes that are not accepted by the customer. Finally, constraints in (10) are nonnegativity and integer definition of the deliveries made to the customer.

A special case of the second stage optimization problem defined by (5)-(10) is a bounded integer knapsack problem, which is known to be an NP-hard problem. This, along with the uncertainty being endogenous, makes the problem a challenging one to solve. Particularly, one needs to efficiently search over the joint decision and variable spaces for finding the optimum solution. Widely used decomposition and Monte Carlo simulation methods may not be capable of efficiently searching over this joint space. In the next section, we discuss augmented probability simulation-based optimization approach for the manufacturer’s two-stage batch sizing and order allocation problem.

3. Solution Approach

Our solution approach is based on augmented probability simulation. In what follows, we first present an overview and the related literature to the proposed method. Then, we present the solution approach for our formulation in detail.

3.1. Augmented Probability Simulation based Optimization

Simulation based methods are widely used to find approximate solutions for optimization problems with many scenarios and/or analytically unavailable objective functions. Among these, variants of Monte Carlo sampling are extensively utilized given their ease of use and well-established convergence guarantees; see [20] for an overview. Our proposed model has an expectation function based objective function with many scenarios. Therefore, even if Monte Carlo simulation is used for estimation, it still needs to be solved by a deterministic optimization method. There are further challenges of using traditional Monte Carlo based methods. In stochastic optimization problems, most of the models assume exogenous uncertainty, where the random variables are independent from the earlier stage decisions. In our formulation, the multinomial distribution of the quality has the first stage decision of the total production quantity as a parameter. The solution of such models results in additional computational complexity [21] because second-stage optimization problem must be solved over the potential scenario trees for all first-stage decision alternatives. Such need of conducting the optimal decision search within the joint decision and random variable space results in existing decomposition and Monte Carlo simulation-based methods to be inefficient.

We propose an augmented probability simulation (APS) based optimization method to address the above-mentioned computational challenges. APS overcomes the need for sequential estimation and optimization by constructing an artificial augmented probability model in the joint space of decision and random variables. In doing so, APS treats the first-stage decision variable as a random variable. The augmented probability model is proportional to the objective function of interest and the distributions of decision and random variables. Simulating from this artificial augmented probability distribution is sufficient to search for the optimum first-stage decision. The mode of the marginal distribution of the decision variable would be equivalent to the optimal decision.

APS was first introduced to literature by Bielza et al. [22] in the realm of decision analysis. It transforms the decision problem into a simulation problem, in which the mode of the draws from the augmented probability distribution provides the optimal decision. Such augmented search in the joint decision and
random variable space deals with decision dependence of the random variable naturally making APS an efficient alternative for decision models with endogenous uncertainty.

Ekin et al. [23] was the first work to extend the use of APS to constrained optimization problems, particularly stochastic programs with recourse. Then, APS was utilized to solve a one stage stochastic call center staffing problem in [24]. Other applications include an integrated maintenance and production model [18] and a cyber-security problem [25]. The main challenge of APS is to simulate from the augmented distribution, since it does not have a known distributional form. Most of the literature has used Markov Chain Monte Carlo (MCMC) simulation, with the exception [26] that uses nested sampling.

Next, we describe the details of the proposed approach that is modified for the solution of our optimization formulation.

3.2. Proposed Solution Approach

In this subsection, we present the use of APS to solve for our optimization model. We construct the augmented probability model on the state space of the first stage decision variable and the random variables. Here, we assume that, given the pair of the first stage decision and the random variables, we have the means of solving the resulting second-stage problem, which is an integer linear programming model. Later, we discuss the details of the second-stage problem.

Using the notation of the optimal second stage decision as \( x^* (X, y(X)) \), the first stage optimization model can be written as

\[
\max_x \quad E[\Pi(X, x^*)] - cX
\]

s. t. \( X \in \{0, 1, 2, \ldots, U\} \)

where \( \Pi(X, x^*) = \sum_{i \in I} r_i x_i^* + \sum_{i \in I} h_i (y_i(X) - x_i^*) + R_0 x_0^* \).

The augmented distribution is written as:

\[
p(X, y) \propto (\Pi(X, x^*) - cX)p(X)p(y|X).
\]

It is shown that the mode of the marginal draws from the distribution of the decision variable, \( p(X) \), is equal to the optimal decision [22, 27]. We should note that the decision variable is treated as a random variable for computational purposes, and its distribution \( p(X) \) is generally assumed to be a Uniform distribution in the range of the feasible decision space. The random variable distribution is already presented to be a multinomial distribution in Equation (2) with parameters dependent on the first stage decision, hence decision dependent (endogenous) randomness exists.

The remaining challenge is how to sample from the distribution written in Equation (14). One option is to use a Gibbs sampling-based Markov chain Monte Carlo simulation [28] to draw from this distribution. The sequential draws from the following full conditional distributions would provide draws from the joint distribution:

\[
p(X|y) \propto (\Pi(X, x^*) - cX)p(X),
\]

\[
p(y|X) \propto (\Pi(X, x^*) - cX)p(y|X).
\]
4. Conclusion

This paper models a manufacturer’s production planning problem in a make-to-order environment under uncertain quality with multiple quality levels. The decision problem includes the first stage decision of production quantity (batch size) given the uncertainty in production yield. Production yield is modelled with an endogenous multinomial distribution. In the second stage, given the production quantity and the random variable realizations, the decision maker should determine the allocations of the products towards customer’s order in order to maximize profit while satisfying the customer’s quality restrictions for the delivery. We formulate this two-stage stochastic optimization model and present an augmented probability simulation-based optimization solution approach.

This model, when solved efficiently, will help the manufacturer efficiently manage her production and order allocation decisions. Specifically, the model is capable of balancing the trade-offs between batch sizing considering the yield uncertainty and the allocation of the resulting production to the customer’s order considering the customer’s quality specific restrictions. The model explicitly captures the endogenous uncertainty, varying profit implications of different quality classes, and the cost/profit impact of not being able to satisfy the customer’s restrictions.

The next phase is to conduct numerical analyses using various problem sizes to document the effectiveness of the solution methods proposed. This is currently being carried out by the authors. The analyses of this numerical investigation will reveal insights towards the optimum solution as well as provide managerial insights. Furthermore, considering that the second stage is an integer linear programming model, efficient heuristic methods to solve the second-stage model should be developed. The authors are planning to develop such heuristic methods.

Future work includes the following. First, using the insights generated from the numerical investigation, one can explore generating optimum solutions via reducing the two-stage problem to a one-stage approximation newsvendor-type model. Also, we plan to extend the manufacturer’s production planning for multiple customers, who simultaneously give orders with their individual quality restrictions. Extension to multiple customer scenario will further complicate the second-stage problem. Nevertheless, the solution methodology proposed in this study can be readily extended to solve for that case. Finally, one can study the single-customer case with random customer demand.
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Abstract. Closed-Loop Supply Chains (CLSC) fit into the logic of the circular economy aiming to limit the unsustainable use of non-renewable resources. Circular manufacturing refers to the circular economy applied to manufacturing industry. Industry 4.0 introduces new tools such as the Internet of Things (IoT) to optimize CLSC’s performance in this circular manufacturing context. This study proposes a CLSC model that meets the sales and collection center (S&C) demands and maximizes total profit by indicating processing to be applied to the End-of-Life (EOL) products collected. This processing is chosen according to the product or component condition which is estimated by data collected during the product's life cycle using sensors and RFID. To solve the proposed CLSC model, linear physical programming is used.
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1. Introduction

Industry 4.0 is characterized by the intelligent automation and digitization of production, management and decision-making systems in manufacturing companies. Its objective is to improve the productivity and flexibility of the manufacturing sector. In view of increased economic competition in the world and the growing importance of environmental issues, recycling and remanufacturing are becoming essential activities for industry to develop. Circular manufacturing is a model where limited resources are used sustainably, and products are designed to reduce losses [1]. The main objective of supply chains is to provide products to customers in time and in the condition expected. It is therefore necessary to have complete visibility of the products during their manufacture, use and recovery. The processing of EOL products in a CLSC can be determined with integrated sensors [2]. Recycling, as the recovery of raw material, and disposal were the main processing for EOL products, but with technological advances such as additive manufacturing or high-precision machining, remanufacturing is now a possible processing option. Estimating the remanufacturability of a product at the end of its life is crucial to determine its processing after recovery. Its ecological impact and the profit generated by remanufacturing can be examined. [3]. For instance, it is thus more profitable, under certain conditions, to repair a turbine blade by additive manufacturing than to manufacture a new one [4]. If a product or component is in too unsatisfactory a condition to be repaired, recycling is an economically and ecologically viable solution. For example, the way a product is disassembled before being recycled changes the amount of raw materials recovered [5]. In the context of the circular economy, it is important to develop CLSC that consider reuse, remanufacturing and recycling. IoT can be implemented on products with sensors and RFID tags to determine the remaining service life of the products. Optimizing the planning of remanufacturing, disassembly, recycling and disposal of these products is then perfected [6]. Linear physical programming models take up this planning optimization by maximizing total profit and quality. The conception of a product is essential to satisfy the demands for products, components and raw materials [7]. CLSC models consider the remanufacturing and
elimination of a single modular product and its components. The processing followed by the recovered products and components depends on their conditions which are evaluated by a number. This number is determined by sensors collecting data, like various usage parameters, and stored on an RFID tag on the product. This installation is called Device of Internet of Things (DIOT). The synthetic number is also called DIOT. An example of current CLSC models using DIOT is shown in Figure 1 [8]. The objective of this study is to: 1) improve the current DIOT based CLSC model (Figure 1) to better approach industrial reality, in particular, raw materials and stocks will be considered in the supply chain, and 2) to determine the processing choice of a product and its components to optimize the total profit of the manufacturer by using the IoT and the information collected on the components during their manufacture and use. This information enables an effective evaluation of the product and components condition, including their remanufacturability. We first set the objectives of the model and the assumptions chosen. We then identify the parameters and variables of the model, its objective function and its constraints. Finally, we test the model with a digital example with a modular smartphone range.

Figure 1: CLSC model already existing in the literature.

2. Problem statement

This study focuses on a product and component manufacturer who wants to satisfy the demands of a sales and collection center (S&C center). The manufacturer produces a range of \( N \) different products composed of \( J \) separate components. An amount of \( K \) raw materials is used for all components. The components of a product have a weight importance of 0 to 1 and their sum is equal to 1. It recovers during each of the \( T \) periods up to \( I \) units of the products. The manufacturer is supplied with raw material from an external supplier and can also sell unprocessed raw material. The CLSC on which the problem is based is presented in Figure 2. This model, with stocks and raw materials, more accurately reflects the industrial reality. This manufacturer includes several stocks and workshops framed in Figure 2. This model also considers multiple products and not a single product as in the existing models. EOL products collected by the S&C center are purchased at a price corresponding to their value level. In this study, there are three recovery options for products: disassembly, recycling and disposal. In the disassembly option, components can undergo four processing: reuse, remanufacturing, recycling or disposal. Products, components and raw materials are sold or stored to meet the S&C demands.

The model aims to answer the following questions:

1) What recovery options should be selected for returned products (disassembled, recycled or eliminated) and components (reused, remanufactured, recycled or disposed of) for each period?
2) What products, components or raw materials should be sold to meet the demands for each period?
3) How many raw materials should be obtained from external suppliers for each period?
The assumptions of the problem are:

- A component can be used for different products.
- There is no difference between a product composed of new or used components.
- Primitive raw materials and recycled raw materials are considered to be identical.
- Production capacity is sufficient.
- All information on sales, transport and storage costs and prices is known.
- The demand of the S&C center is given and satisfied for each period.

3. Mathematical model

The model calculates the flows of several totally modular products, components and raw materials to maximize total profit and meet demands. The running number indices, parameters and decision variables are given in Table 1, 2 and 3.

Table 1: Running numbers.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Indices</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>Time periods</td>
<td>$(t = 1, \ldots, T)$</td>
</tr>
<tr>
<td>$n$</td>
<td>Fully modular products</td>
<td>$(n = 1, \ldots, N)$</td>
</tr>
<tr>
<td>$i$</td>
<td>Returned products</td>
<td>$(i = 1, \ldots, I)$</td>
</tr>
<tr>
<td>$j$</td>
<td>Components usable for each product</td>
<td>$(j = 1, \ldots, J)$</td>
</tr>
<tr>
<td>$k$</td>
<td>Raw materials</td>
<td>$(k = 1, \ldots, K)$</td>
</tr>
</tbody>
</table>
Table 2: Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{n,t}$</td>
<td>Disposal cost of a product n</td>
</tr>
<tr>
<td>$n_{j,n}$</td>
<td>Number of components j in a product n</td>
</tr>
<tr>
<td>$p_{j,n}$</td>
<td>Component j importance weight</td>
</tr>
<tr>
<td>$c_{n,t}$</td>
<td>Purchasing cost of a l-level product n from the S&amp;C center</td>
</tr>
<tr>
<td>$s_{n,t}$</td>
<td>Sales price of a product n</td>
</tr>
<tr>
<td>$g_{n,t}$</td>
<td>Product n demand of the S&amp;C center in period t</td>
</tr>
<tr>
<td>$p_{j,n}$</td>
<td>Transportation cost of product n</td>
</tr>
<tr>
<td>$p_{stock,n}$</td>
<td>Product n storage cost</td>
</tr>
<tr>
<td>$k_{n,i}$</td>
<td>Maximal product n stock</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{n,i}$</td>
<td>DIOT of the i product n recovered in period t</td>
</tr>
<tr>
<td>$k_{i,n,t}$</td>
<td>Threshold value of $diot_{n,i,t}$</td>
</tr>
<tr>
<td>$q_{j}$</td>
<td>Assembly cost of component j</td>
</tr>
<tr>
<td>$q_{j}$</td>
<td>Disassembly cost of component j</td>
</tr>
<tr>
<td>$q_{j}$</td>
<td>Elimination cost of component j</td>
</tr>
<tr>
<td>$q_{j}$</td>
<td>Repair cost of component j</td>
</tr>
<tr>
<td>$q_{j}$</td>
<td>Manufacturing cost of component j</td>
</tr>
<tr>
<td>$q_{j}$</td>
<td>Number of raw materials k in a component j</td>
</tr>
<tr>
<td>$q_{j,k}$</td>
<td>Number of raw materials k to remanufacture a component j</td>
</tr>
</tbody>
</table>

Table 3: Decisions variables.

<table>
<thead>
<tr>
<th>Decisions variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_{n,t}$</td>
<td>Number of products n sent to the stock in period t</td>
</tr>
<tr>
<td>$V_{n,t}$</td>
<td>Number of products n sold to the S&amp;C center in period t</td>
</tr>
<tr>
<td>$Q_{n,t}$</td>
<td>Number of products n disassembled in period t</td>
</tr>
<tr>
<td>$U_{n,t}$</td>
<td>Number of products n eliminated in period t</td>
</tr>
<tr>
<td>$P_{n,t}$</td>
<td>Number of products n in stock in period t</td>
</tr>
<tr>
<td>$X_{j,t}$</td>
<td>Number of components j manufactured in period t</td>
</tr>
<tr>
<td>$Y_{j,t}$</td>
<td>Number of components j sold to S&amp;C center in period t</td>
</tr>
<tr>
<td>$H_{j,t}$</td>
<td>Number of new components j sent to assembly in period t</td>
</tr>
<tr>
<td>$D_{j,t}$</td>
<td>Number of components j sent to the stock in period t</td>
</tr>
<tr>
<td>$C_{j,t}$</td>
<td>Number of components j recycled in period t</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decisions variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{c,j}$</td>
<td>Number of components j remanufactured in period t</td>
</tr>
<tr>
<td>$R_{f,j}$</td>
<td>Number of components j reused in period t</td>
</tr>
<tr>
<td>$M_{j,t}$</td>
<td>Number of components j eliminated in period t</td>
</tr>
<tr>
<td>$M_{n,t}$</td>
<td>Number of components n in stock in period t</td>
</tr>
<tr>
<td>$N_{k}$</td>
<td>Number of primitive raw material k entering in the supply chain in period t</td>
</tr>
<tr>
<td>$NM_{k}$</td>
<td>Number of raw material k purchased in the period t</td>
</tr>
<tr>
<td>$ACM_{k}$</td>
<td>Number of raw material k recycled from components in period t</td>
</tr>
<tr>
<td>$RPM_{k}$</td>
<td>Number of raw material k recycled from products in period t</td>
</tr>
<tr>
<td>$RM_{k}$</td>
<td>Number of raw material k sold to S&amp;C center in period t</td>
</tr>
<tr>
<td>$REM_{k}$</td>
<td>Number of raw material k sent to remanufacturing in period t</td>
</tr>
<tr>
<td>$RM_{stock,k}$</td>
<td>Number of raw materials n in stock in period t</td>
</tr>
</tbody>
</table>

The DIOT concept is used to determine the component value level. Threshold values are defined for components to decide on the value level and the processing used. In this study, the component DIOT is defined in Figure 3.

Figure 3: Component DIOT definition
Condition of a recovered product is defined by a product DIOT which is calculated according to the \( \text{diot}_{\text{component}} \) of each of its components and the importance of each component. We define \( \text{diot}_{\text{product}} \) as follows:

\[
\text{diot}_{\text{product}} = \text{diot}_{n,i,t} = \sum_{j} \text{weight}_j \cdot \text{diot}_{n,i,j,t}.
\]  
(1)

Binary variables are defined to indicate the chosen processing for products.

\[
\text{was}_{n,i,t} = \begin{cases} 
1 \text{ if } 0 < \text{diot}_{n,i,t} < n_{i1} (\text{eliminated}) \\
0 \text{ otherwise}
\end{cases}
\]  
(2)

\[
\text{rec}_{n,i,t} = \begin{cases} 
1 \text{ if } n_{i1} \leq \text{diot}_{n,i,t} < n_{i2} (\text{recycled}) \\
0 \text{ otherwise}
\end{cases}
\]  
(3)

\[
\text{dis}_{n,i,t} = \begin{cases} 
1 \text{ if } n_{i2} \leq \text{diot}_{n,i,t} (\text{disassembly}) \\
0 \text{ otherwise}
\end{cases}
\]  
(4)

Similarly, binary variables are defined to indicate the chosen processing for components.

\[
\text{was}_{n,i,j,t} = \begin{cases} 
1 \text{ if } 1 \leq \text{diot}_{n,i,j,t} < n_{i1} (\text{eliminated}) \\
0 \text{ otherwise}
\end{cases}
\]  
(5)

\[
\text{rec}_{n,i,j,t} = \begin{cases} 
1 \text{ if } n_{i1} \leq \text{diot}_{n,i,j,t} < n_{i2} (\text{recycled}) \\
0 \text{ otherwise}
\end{cases}
\]  
(6)

\[
\text{rem}_{n,i,j,t} = \begin{cases} 
1 \text{ if } n_{i2} \leq \text{diot}_{n,i,j,t} < n_{i3} (\text{remanufactured}) \\
0 \text{ otherwise}
\end{cases}
\]  
(7)

\[
\text{reu}_{n,i,j,t} = \begin{cases} 
1 \text{ if } n_{i3} \leq \text{diot}_{n,i,j,t} (\text{reused}) \\
0 \text{ otherwise}
\end{cases}
\]  
(8)

### 3.1. Objective function

The economic aspect is the only aspect that is considered. The objective function is to maximize the total profit of the manufacturer. Total profit \( \text{TP} \) is calculated by the difference between total revenue \( \text{TR} \) and total cost \( \text{TC} \):

\[
\text{TP} = \text{TR} - \text{TC}.
\]  
(9)

Total revenue \( \text{TR} \) of the manufacturer is earned from the sales of products, components and raw materials and equal:

\[
\text{TR} = \sum_{i} \left[ \sum_{n} \text{h}1_{n} \cdot V_{n,t} + \sum_{j} \text{h}2_{j} \cdot Y_{j,t} + \sum_{k} \text{h}3_{k} \cdot \sum_{i} \sum_{k} (C_{j,t} \cdot h4_{k,n} \cdot r_{c_{j,k}} + P_{t} \cdot r_{c_{n,j}} \cdot h5_{k,n} \cdot r_{c_{j,k}} \cdot r_{p_{k}}) \right].
\]  
(10)

The manufacturer purchases raw materials and products recovered by the S&C center. The total purchase cost \( \text{TPC} \) is calculated as follows:

\[
\text{TPC} = \sum_{i} \left[ \sum_{k} P_{k} \cdot M1_{k,t} + \sum_{n} \sum_{j} r_{n,j} \cdot R_{n,j,t} \right].
\]  
(11)

Different operations on products and components have costs, this is the total manufacturing cost \( \text{TMC} \). The manufacturer produces new components, assembles products, disassembles end-of-life products and remanufactures used components. TMC is equal to:

\[
\text{TMC} = \sum_{i} \left[ \sum_{j} \left( m_{j} \cdot X_{j,t} + d_{j} \left( R1_{j,t} + \text{Rfc}_{j,n} + C_{j,n} + M_{j,k,t} \right) + f_{j} \cdot \text{Rfc}_{j,n} + a_{j} \cdot H_{j,k,t} \right) \right].
\]  
(12)

The manufacturer also eliminates products and components. The total disposal cost \( \text{TDC} \) is:
\[ TDC = \sum_t \left[ \sum_n e_{n.t} \cdot U_{n.t} + \sum_j e_j \cdot M_{j.t} \right]. \]  

The total cost of transport (TTC) and the total cost of storage (TSC) of products, components and raw materials can be calculated with the different parameters and variables.

The total cost (TC) of the manufacturer can then be calculated:

\[ TC = TPC + TMC + TDC + TTC + TSC. \]

### 3.2. Constraints

The amount in stocks (products, new components, used components, raw materials) in period \( t \) are equal to the amount in stocks in the previous period, plus entering flows, minus outgoing flows:

\[ \text{stock}_t = \text{stock}_{t-1} + \text{entering flows} - \text{outgoing flows}, \forall t. \]

For any period \( t \), the amount of components \( j \) disassembled and then disposed of, recycled, repaired or reused must be equal to the number of components present in the products sent for disassembly:

\[ \text{Rfc}_{j,t} + M_{j,t} + C_{j,t} + R1_{j,t} = \sum_n Q_{n,t} \cdot r_{n,j}, \forall (t,n). \]

For any period \( t \), the amount of components \( j \) present in the assembled products must be equal to the amount that arrives at the assembly:

\[ H_{j,t} = \sum_n Z_{n,t} \cdot r_{n,j}, \forall (t,n). \]

For any period \( t \), the amount of raw material \( k \) recovered from components and products recycling is respectively calculated as follows:

\[ RCM_{1,k,t} = \sum_j C_{j,t} \cdot r_{c_{j,k}}, \forall (t,k). \]

\[ RPM_{1,k,t} = r_{p_k} \cdot \sum_n P_{n,t} \cdot \sum_j r_{c_{n,j}} \cdot r_{n,j}, \forall (t,k). \]

For any period \( t \), the amount of raw material \( k \) required to manufacture the components that will be sent to the stock of new components is calculated as follows:

\[ M1S_{k,t} = \sum_j X_{j,t} \cdot r_{n,j}, \forall (t,k). \]

For any period \( t \), the amount of raw material \( k \) required for the repair the recovered components is calculated as follows:

\[ REM_{1,k,t} = \sum_j \text{Rfc}_{j,t} \cdot r_{m_{j,k}}, \forall (t,k). \]

### 4. Numerical example

We consider the recovery of two smartphone models (\( N=2 \)) over two periods (\( T=2 \)). During each period, 8 smartphones are retrieved from each model (\( I=8 \)). Components and raw materials compositions are given in Figure 4 (\( J=6, K=7 \)). All variables and parameters in Table 2 are known in the example. This mathematical model was solved using LINGO 16.0.
Figure 4: Smartphones studied in the example.

In this example, the maximum total profit over the 2 periods is 191.998; the total revenue is 4345.62 and the total cost is 4153.622. The summary of costs and revenue is given in Table 4.

Table 4: The optimal objective function value.

<table>
<thead>
<tr>
<th>Objective Function</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TR</td>
<td>4345.62</td>
</tr>
<tr>
<td>TPC</td>
<td>2538.55</td>
</tr>
<tr>
<td>TMC</td>
<td>1175.4</td>
</tr>
<tr>
<td>TDC</td>
<td>24.2</td>
</tr>
<tr>
<td>TTC</td>
<td>414.12</td>
</tr>
<tr>
<td>TSC</td>
<td>1.352</td>
</tr>
<tr>
<td>TC</td>
<td>4153.622</td>
</tr>
<tr>
<td>TP</td>
<td>191.998</td>
</tr>
</tbody>
</table>

In the first period, the flows of products, components and raw materials to maximize total profit are given in Figure 5. We can note the conservation of all the material.

Figure 5: The optimal distribution networks belonging to the first period.
The details of the processing applied to the products recovered during the first period depend on the DIOT values and the threshold values given in Figure 6.

![Figure 6: Processing details in the first period](image)

In this example, all recovered smartphones are disassembled as shown in Figure 6; except the smartphone (n=1, i=2) which is recycled before disassembly and the smartphone (n=2, i=8) which is eliminated. The model meets the objectives as formulated in section 2 (problem statement). Recovery processing of products and components is selected according to their recovery state for each period in order to maximize profit. The flows of products, components and raw materials in the CLSC are precisely known. These flows meet the S&C center's demands for each period. Finally, the model estimates the impact on natural resources by indicating the quantity of raw materials that enter the supply chain.

5. Conclusion

Manufacturers aim to improve their supply chain to increase their profits while being more respectful of the environment. It becomes necessary to design CLSCs, but these networks are difficult to set up because there are many uncertainties in the recovery of products and the optimal process to follow. IoT reduces this uncertainty by providing information collected during the product life cycle. In this study, connected products provide better traceability to choose the recovery process and optimize flows in the CLSC. Thus, with the example developed in section 4, the flows to optimize profit were determined and the processing of each recovered smartphone and their components were identified. The proposed model is more in accordance with the industrial reality with stocks, raw materials and several different products than the current models. Future research to complement this study will focus on determining how to measure DIOTs for examples of products and we will examine the sensitivity of the model to variation of some parameters.
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Abstract. Nowadays, the performance of organizations is directly related to the efficiency of Information system (IS). It is crucial to quantify this efficiency and evaluate the alignment of the IS with the business. In this context, this work aims to propose a set of metrics to measure the alignment of IS to business requirements based on the constructs of an exhaustive framework. This multi-level and multi-aspect framework considers Information Technology (IT) and Business domains, as well as strategic and operational levels of the enterprise. A total of twenty-five metrics is proposed, within sixteen new ones, to evaluate functional integration at both levels, as well as strategic fit in each domain.
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1. Introduction

In the context of agile and flexible factories of the future, Information System (IS) should be able to answer the new requests of business. In literature, it is generally accepted that business performances are highly related to IS performances [1, 2, 3, 4]. This stake is generally tackled in the alignment domain. In this context, there is a need for real-time alignment processes between IT and business domains [2]. This requires an evaluation of the initial and the final situations of alignment either using indirect or direct measures (metrics) that are based on separate assessment of business and IT constructs [5]. For that, the evaluation of alignment represents a top concern issue [1]. In literature, most of the authors who consider alignment evaluation, usually use qualitative methods owing to the sensitivity of alignment to the quantitative measurements [6]. And those who propose metrics, consider only the assessment of the operational level, and ignore the strategic level which is the most important according to Charoenraksuk et al. [7]. Therefore, our work aims to propose an exhaustive evaluation of alignment.

The sensitivity aspect of alignment to quantitative measurements comes mainly from the fact that alignment was always very hard to define. To overcome this problem, we propose to exploit the Strategic Alignment Model (SAM) of Henderson and Venkatraman [8]. According to Gerow et al. [6], Tarafdar and Qrunfleh [7], Benbeya and McKelvey [9], Goepp and Avila [10], Avila and Goepp [11], it is the most appropriate and widespread framework that aims to describe the alignment according to the external and internal levels of IT and Business domains. According to the SAM, there are four types of alignment: (1) Alignment in the strategic level (or functional integration in external level), (2) Alignment in the internal level (or functional integration in internal level), (3) Strategic fit in the IT domain, (4) Strategic fit in the business domain.

Our research aims to define a set of metrics enabling to evaluate the degree of alignment for each alignment types as defined in the SAM. To solve this problem, we present in Section 2, a literature review of the existing alignment evaluation methods. In Section 3, we exploit Archimate 3.0 as a mean to work out a meta-model detailing the modelling constructs involved in the assessment of the four types of alignment defined in the SAM. Section 4 presents a classification of the existing metrics in the light of the meta-model set up in section 3 and proposes a set of new metrics enabling to evaluate the remaining types of alignment. In the last section, we present our conclusion and possible perspectives.
2. Literature review

2.1. Alignment definition
The notion of alignment has no formal definition and there are lots of definitions in literature. Among them, we choose the one of Benbeya and Mckelvey [9]: “The degree of congruence of an organization’s IT strategy and IT infrastructure with the organization’s strategic business objectives and infrastructure” because it highlights the main features of alignment. In this view, the alignment is a process and not an end-state and has two levels also named strategic and operational in [2]. Alignment in the operational level is the one required for ensuring that information system is successfully implemented, maintained and used, and in turn delivers the targeted business benefits, according to Tarafdar and Qrunfleh [2]. Alignment in the strategic level is the degree to which the IT mission, objectives, and plans support and are supported by the business mission, objectives and plans, according to Benbeya and Mckelvey [9].

Another way to consider these levels is to analyse them in the light of the SAM (Strategic Alignment Model) detailed in [8]. It consists of four areas of strategic choices defined by (see Fig. 1):
- **Domains**: Business and Information Technologies (IT);
- **Levels**: (that split domains): external (strategy) and internal (operation),
- **Components** (that characterize and compose each level): scope, competencies and governance in the external level, infrastructure, skills and processes in the internal level.

These areas are linked together through four types of alignment: functional integration in the strategic and operational levels; strategic fit in the business and IT domains (see Fig. 1).

![Fig. 1. Alignment types of SAM according to Henderson [8]](image)

In addition to the alignment in the strategic level (functional integration in external level) and the operational level (functional integration in the internal level), Henderson and Venkatraman [8] introduces the strategic fit in the business and IT domains. According to Gerow et al. [6], strategic fit in the IT domain refers to the alignment in the IT domain and is the degree to which the higher level, externally focused IT strategies are aligned with the lower level, internally focused IT infrastructure and processes. Strategic fit in the business domain refers to the alignment in the business domain and is the degree to which the higher level, externally focused business strategies are aligned with the lower level, internally focused business infrastructure and processes.

According to the SAM, both functional integration and strategic fit are required to ensure a proper alignment. In other words, evaluation of alignment, in which we are interested, must enable the evaluation of the four types of alignment described in the SAM. Next section describes the main works related to alignment evaluation.

2.2. Alignment evaluation approaches
Alignment evaluation approaches can be divided into alignment maturity evaluation and alignment degree evaluation.

In order to evaluate the alignment maturity, Luftman and Kempaiah [12] propose a classification of the alignment systems in five maturity levels, based on six criteria (communication, value, governance, partnership, scope and architecture, and skills) by scoring each criterion from one to five. Also, Botta-Genoulaz and Millet [13] propose a qualitative method to classify companies regarding ERP use, based on two criteria (software maturity and strategy deployment). In order to assess the risk of non-alignment, the authors propose a set of alerts to characterize each situation. In addition, they propose a set of corrective actions in order to optimize the use of ERP, i.e. the alignment.
The alignment degree evaluation is either qualitative or quantitative. When the evaluation is qualitative, like in the ATIS approach of Avila and Goepp [14], the business analyst should assess on his own the alignment degree between different instantiated model elements.

The quantitative approaches are generally model-based as the evaluation of the alignment degree is made thanks to metrics based on a meta-model. For example, Pepin [15] divides the elements of his meta-model (processing and data) into: (1) off-line elements and (2) elements to align. Then he divides the elements to align into two subsets (alignable elements, and non-alignable elements). Finally, he divides the alignable elements into: (1) aligned elements, and (2) non-aligned elements. Etien [16] proposes metrics to evaluate the alignment, at the internal level of SAM, based on the correspondence of concepts between two meta-models the Business one (BPRAM) and the System one (SRAM). Otherwise, in Mamoghli [17], the evaluation of alignment is based on the confrontation between the modelling constructs of the Might-Be and As-Wished models, that correspond to each other in case of alignment. This approach is dedicated to the alignment of ERP systems, which is a specific case of alignment. Finally, in Aversano et al.’s approaches [1, 18] the assessment of the alignment is performed through the definition of a measurement framework based on the Goal Question Metrics paradigm. He defines seven metrics related to technological coverage and technological adequacy of the business processes.

Each quantitative approach is based on a specific meta-model that is not related to the type of alignment to be evaluated. To conclude, as the purpose of our work is to propose quantitative metrics to assess alignment, we need to define a common meta-model that enables to analyse the metrics proposed in Aversano et al. [1, 18] and Etien [16] in the light of the type of alignment they intend to evaluate. According to Goepp and Avila [10], Avila and Goepp [11, 19] and Gerow et al. [6], the SAM is the most widespread model proposed in literature that describes alignment. However, its components have a too high-granularity level to be suitable to represent the elements to be considered in alignment evaluation. Therefore, we propose to detail them through lower-granularity level modelling constructs stemming from Archimate 3.0.

3. Meta-model of Alignment Evaluation

The objective of this part is to enrich the components of the SAM with lower-granularity level constructs. For that, we decided to exploit the constructs of Archimate 3.0, the enterprise architecture modelling language from OMG, described in [20]. We choose it because it is a research and practitioner consensus and seems complete enough to consider all alignment types whereas others work [21] such as the meta-models of Etien [16], Pepin [15] or Aversano et al. [1, 18] consider only the functional integration at the operational level. The remaining of this section presents the Archimate language structure and the layer we consider for the mapping with the SAM components.

3.1. Archimate 3.0 modelling language structure

Archimate 3.0 is a visual enterprise architecture modelling language structured around aspects (behavioural, active and passive) and layers. According our scope, the layers we are interested in are the business and the application layers. The business layer describes products and services realized in the organization by business processes to external partners. The application layer supports the business layer with application services that are realized by software and/or applications.

For the mapping between the SAM components and Archimate 3.0 constructs, we will also keep the Archimate 3.0 constructs belonging to the strategy and the motivation layers required to represent the SAM external level. The motivation layer contains the constructs used to model the motivations, or the reasons that guide the architecture of an enterprise. The strategy layer is composed of three constructs that describe the strategic level of an enterprise.

3.2. Mapping between Archimate 3.0 constructs and SAM components

Petit and Goepp [21] proposed a mapping between the SAM and the business and application layers of Archimate 3.0, we complete this work by mapping the SAM components with the strategic and motivation layers from Archimate:

- **Business scope and IT scope components** correspond to course of action as a strategic element and stakeholder, driver, assessment, goal, outcome, principle, and requirement from the motivation layer.
- **Business distinctive competencies and IT systemic competencies components** correspond to resource and capability from the strategy layer, principle, and constraint from the motivation layer.
• Business and IT governance components correspond to resource and capability from strategy layer, and stakeholder from the motivational layer.
• IT governance components also correspond to constructs from application layer.
• Administrative infrastructure and Business processes components correspond to the business resource from the strategy layer.
• IT architecture and IT processes components correspond to IT resource from the business layer.
• Business and IT Skills correspond to business role from the business layer.

On this base, we can reinterpret the metrics from literature in the light of the alignment types defined by the SAM. In addition, we can propose new metrics based on these constructs and affect them to their appropriate type.

4. Metrics to evaluate the alignment

In this section, first, we reinterpret existing metrics using Archimate 3.0 constructs and we classify them in the appropriate alignment type according to the SAM. Secondly, we propose new metrics in order to cover all the alignment types of the SAM.

4.1. Equivalence of the existing metrics and classification

4.1.1. Alignment evaluation meta-model mapping with Archimate 3.0

The main works that propose metrics to evaluate alignment are Aversano et al. [1, 18] and Etien [16] and any other work that propose metrics are included in [1, 16, 18]. In order to establish the equivalence between these propositions, we map the meta-models proposed with Archimate 3.0. Tables 1 and 2 detail the mapping between Archimate 3.0 and each construct from Etien and Aversano meta-models.

<table>
<thead>
<tr>
<th>Etien</th>
<th>Archimate 3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>System event</td>
<td>Application event</td>
</tr>
<tr>
<td>Business activity</td>
<td>Business process</td>
</tr>
<tr>
<td>Business goal</td>
<td>Business goal</td>
</tr>
<tr>
<td>System state</td>
<td></td>
</tr>
<tr>
<td>System object</td>
<td>Data object</td>
</tr>
<tr>
<td>Business resource</td>
<td>Business resources</td>
</tr>
<tr>
<td>Business actor</td>
<td>Business role</td>
</tr>
<tr>
<td>Business object</td>
<td>Business object</td>
</tr>
<tr>
<td>Business state</td>
<td></td>
</tr>
<tr>
<td>Business Path</td>
<td>Business process</td>
</tr>
<tr>
<td>Business transformation</td>
<td></td>
</tr>
<tr>
<td>System transformation</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Aversano et al.</th>
<th>Archimate 3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business Activity</td>
<td>Business process</td>
</tr>
<tr>
<td>Business actor</td>
<td>Business role</td>
</tr>
<tr>
<td>Business artefact</td>
<td>Business object</td>
</tr>
<tr>
<td>System class (system artefact)</td>
<td>Data object</td>
</tr>
<tr>
<td>Transition</td>
<td>Business event</td>
</tr>
</tbody>
</table>

4.1.2. Equivalence of existing metrics with Archimate 3.0

Based on the mapping presented in Table 1 and Table 2, we propose, in Table 3, the equivalent metrics to the propositions of Aversano et al. and Etien using the Archimate 3.0 constructs. Thanks to the mapping between the SAM components and Archimate 3.0, we can conclude that these metrics only treat the functional integration in the operational level.

So, the remaining of the section proposes additional metrics that we work out by exploiting the relevant parts of the Archimate 3.0 meta-model in [20]. This meta-model formalizes the alignment links between constructs and layers and, in this way, enables a systematic definition of metrics or each alignment type.
Table 3. Equivalence of existing metrics using Archimate 3.0 constructs

<table>
<thead>
<tr>
<th>Metrics formula</th>
<th>Equivalent metric in literature</th>
<th>Metrics definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business process support rate = #Business process served by application services</td>
<td>“Rate of supported activities” of Etien and “Activities coverage” of Aversano et al.</td>
<td>It allows to define the supporting rate of activities by Information system.</td>
</tr>
<tr>
<td></td>
<td># Business process</td>
<td></td>
</tr>
<tr>
<td>Business role support rate = #Business role served by an application interface</td>
<td>“Rate of actors existed in the system” of Etien and “Actors coverage” of Aversano et al.</td>
<td>It allows to define the supporting rate of business actors by Information system.</td>
</tr>
<tr>
<td>or application service</td>
<td># Business role</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business object correspondence rate = #Business object realized by data object</td>
<td>“Artefact coverage” of Aversano et al.</td>
<td>It allows to define the supporting rate of business objects by Information system.</td>
</tr>
<tr>
<td># Business object</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resources correspondence rate = #Resources realized by data object</td>
<td>“Rate of resources existed in the system” of Etien.</td>
<td>It aims to measure the supporting rate of resources by Information system.</td>
</tr>
<tr>
<td># Resources</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business event support rate = #Business event served by application service</td>
<td>“Transitions coverage” of Aversano et al.</td>
<td>It aims to measure the supporting rate of business events by system.</td>
</tr>
<tr>
<td># Business event</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completeness of information = #Business object accessed by business process</td>
<td>“Completeness of information” and “completeness of activities” of Etien.</td>
<td>It aims to measure the completeness of business processes and activities support.</td>
</tr>
<tr>
<td>and realized by data object</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business Object Adequacy = ∑Business Object Adequacy (i) / #business object</td>
<td>“Artefact adequacy” of Aversano et al.</td>
<td>It aims to measure the support adequacy of business object by the system.</td>
</tr>
<tr>
<td>And, business Object Adequacy (i) =</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#Business process that accesses to i business object</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business Process Adequacy = ∑Business Process Adequacy (i) / #business object</td>
<td>“Activity adequacy” of Aversano et al.</td>
<td>It aims to measure the support adequacy of business process by the system.</td>
</tr>
<tr>
<td>And Business Process Adequacy (i) =</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># Business object accessed by business process or function</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Role Adequacy = ∑Role Adequacy (i) / #business role</td>
<td>“Actor adequacy” of Aversano et al.</td>
<td>It aims to measure the support adequacy of business role by the system.</td>
</tr>
<tr>
<td>And Role Adequacy (i) = ∑Business Process Adequacy (i)(j) / #Business role</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#Business process assigned from the business role i with j belongs to the set of</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>business objects accessed by business process i</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.2. Evaluation of functional integration in internal level

Besides the existing metrics from literature and based on the alignment links between the Archimate 3.0 constructs defined in [20], we propose two additional metrics that aim to evaluate the support of business function and business interaction (collaboration between two or more business roles) by informatics system.

Table 4. Definition of metrics aiming to assess functional integration in internal level

<table>
<thead>
<tr>
<th>Metrics formula</th>
<th>Metrics definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business function automation rate = (#\text{Business function assigned to an application component} #\text{Business function})</td>
<td>This metric presents the percentage of business functions supported by an application component of system software. It aims to measure the support of business functions by the system.</td>
</tr>
<tr>
<td>Business interaction support rate = (#\text{Business interaction served by an application service} #\text{Business interaction})</td>
<td>This metric presents the percentage of supporting rate of business interaction by the application services. It aims to measure the support of business interactions by the system.</td>
</tr>
</tbody>
</table>

4.3. Evaluation of functional integration in the strategic level

In order to evaluate functional integration in the strategic level, we present, in Table 5, a set of new metrics. They stem from the analysis of the Archimate 3.0 meta-model [20] alignment links related to the strategic and motivation layers.

Table 5. Definition of metrics aiming to assess functional integration in the strategic level

<table>
<thead>
<tr>
<th>Metrics formula</th>
<th>Metrics definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business actor support = (#\text{Business actor that serves an application service} #\text{Business actor})</td>
<td>This metric expresses the rate of support of business actor (services department, customer, partners…) which constitutes an important element of the business governance of an organization by informatics systems.</td>
</tr>
<tr>
<td>Business service correspondence rate = (#\text{Business service realized by an application service} #\text{business service})</td>
<td>This metric expresses the supporting rate of business services, which is a representative element of business scope and business distinctive competences by the system.</td>
</tr>
<tr>
<td>Capability automation rate = (#\text{Business capabilities assigned to IT resources} #\text{Business capabilities})</td>
<td>This metric expresses the rate of support of the business capabilities, which is a representative element of distinctive competences by informatics systems.</td>
</tr>
<tr>
<td>Requirements correspondence rate = (#\text{Requirement realized by IT resources} #\text{Requirements})</td>
<td>This metric expresses the supporting rate of requirements, which constitutes a representative parameter of business scope by informatics systems.</td>
</tr>
<tr>
<td>Outcomes correspondence rate = (#\text{Outcome for which the correspondent Requirements are realized by IT resources} #\text{Outcome})</td>
<td>This metric expresses the business outcomes (which is a representative parameter of business scope) supported by informatics systems, through measuring the support rate of outcomes requirements.</td>
</tr>
<tr>
<td>Rate of goals correspondence = (#\text{Goals for which the correspondent outcomes for which the correspondent requirements are realized by IT resources} #\text{Goals})</td>
<td>This metric expresses the business goals (main representative element of business scope) supported by informatics systems, through measuring the support rate of its outcomes requirements.</td>
</tr>
</tbody>
</table>

4.4. Evaluation of the strategic fit in the business domain

In the same way as Table 5, Table 6 details a set of metrics aiming to evaluate the strategic fit in the business domain based on the analysis of the alignment links of the Archimate 3.0 meta-model [20] related to the business layer.
Table 6. Definition of metrics aiming to assess strategic fit in business domain

<table>
<thead>
<tr>
<th>Metrics formula</th>
<th>Metrics definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business service correspondence rate internally =</td>
<td>This metric presents the rate of support business processes or function to business services.</td>
</tr>
<tr>
<td>#Business service realized by business process or function</td>
<td></td>
</tr>
<tr>
<td>#Business service</td>
<td></td>
</tr>
<tr>
<td>Requirements correspondence rate internally =</td>
<td>This metric presents the rate of requirements treated by business behavioural elements.</td>
</tr>
<tr>
<td>#Requirement realized by business processes, business events or business functions</td>
<td></td>
</tr>
<tr>
<td>#Requirement</td>
<td></td>
</tr>
<tr>
<td>Business resource correspondence rate internally =</td>
<td>This metric presents the rate of business resources that correspond to the business structure active elements.</td>
</tr>
<tr>
<td>#Business resource realized by business role, business actor or collaboration</td>
<td></td>
</tr>
<tr>
<td>#Business resource</td>
<td></td>
</tr>
<tr>
<td>Business capabilities correspondence rate internally =</td>
<td>This metric presents the rate of correspondence of business capabilities to business behavioural elements.</td>
</tr>
<tr>
<td>#Business capability realized by business processes, and business functions</td>
<td></td>
</tr>
<tr>
<td>#Business capability</td>
<td></td>
</tr>
</tbody>
</table>

4.5. Evaluation of alignment in IT domain

Finally, the metrics defined in Table 7 aims to evaluate the strategic fit in the IT domain based on the analysis of the alignment links of the Archimate 3.0 meta-model [20] related to the application layer.

Table 7. Definition of metrics aiming to assess strategic fit in IT domain

<table>
<thead>
<tr>
<th>Metrics formula</th>
<th>Metrics definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application service automation rate internally =</td>
<td>This metric aims to calculate the automation rate of application services (representative element of IT scope) by applications interface.</td>
</tr>
<tr>
<td>#Application service assigned from application interfaces #Application service</td>
<td></td>
</tr>
<tr>
<td>Application service correspondence rate internally =</td>
<td>The purpose of this metric is to calculate the correspondence rate of application services (representative element of IT scope) to application functions.</td>
</tr>
<tr>
<td>#Application service realized by Application functions #Application service</td>
<td></td>
</tr>
<tr>
<td>IT resources correspondence rate internally =</td>
<td>This metric aims to present the rate of IT resources support by application components.</td>
</tr>
<tr>
<td>#IT resource realized by application components #IT resource</td>
<td></td>
</tr>
<tr>
<td>IT capabilities correspondence rate internally =</td>
<td>This metric presents the rate of correspondence of IT capabilities to IT behavioural elements.</td>
</tr>
<tr>
<td>#IT capabilities realized by application services or #IT capabilities or application function #IT capabilities</td>
<td></td>
</tr>
</tbody>
</table>

5. Conclusion and perspectives

IS Alignment being nowadays a crucial issue for all companies around the world. It became clear that IS have a great impact on the global performance of organizations. So, making it evolves at the same pace as business strategy is a very important stake for companies. Many researchers deal with the alignment problem. However, its evaluation remains less discussed. Existing evaluation approaches are either qualitative or quantitative. The quantitative one are based on different meta-model and do not address the functional integration at the strategic level, nor the strategic fits in the business and IT domains whereas these alignment types are, according to the SAM [8], the most important model to describe and define alignment types, also required to ensure a proper alignment. To tackle this research gap, we first propose a general meta-model based on the components of the SAM. To obtain a lower-granularity level meta-model that is necessary for alignment evaluation, we map the SAM components with Archimate 3.0 constructs [20]. On this base, we reinterpret existing metrics in the light of this meta-model and the related alignment type. We also complete these metrics with a set of new metrics that aim to evaluate all the alignment types.
The working out of these metrics is systematic and complete because we exploit the alignment links of the Archimate 3.0 meta-model. All these twenty-five metrics are a first step to evaluate IS alignment in a complete way. However, these metrics are only partial because we did not include constructs linked to business or system states, and business or system transformations. Those constructs could help us to measure the alignment degree of the dynamic behaviour between IT and business. In parallel, an implementation and validation of these metrics should take place, by applying it to a real case study.

6. References


Retailing Competition for Substitutable Products in Greenness- and Price-Dependent Market

Erfan Asgari 1, Ramzi Hammami 2, Yannick Frien 1

1 Univ. Grenoble Alpes, CNRS, Grenoble INP*, G-SCOP, 38000 Grenoble, France
* Institute of Engineering Univ. Grenoble Alpes
2 Rennes School of Business, 35065 Rennes, France
{erfan.asgari@grenoble-inp.fr, hammami.ramzi@gmail.com, yannick.frein@grenoble-inp.fr}

Abstract. We consider two retailers that offer two substitutable products and compete in greenness- and price-sensitive market. One retailer offers a product that is produced abroad and the other one offers a product that is produced locally. The local product is greener (releases less carbon emission) than abroad product. The demand function is decreasing in price and carbon emission’s level of product. Since the products are substitutable, the price and carbon emission level of each product affect the other product’s demand. The first retailer decides its product’s price and stock level. The second retailer decides its product’s greenness level, price and stock level. An analytical approach is used in order to solve the model. By using the Nash equilibrium, we find the best strategy for both retailers. We show how the market’s structures affect the strategy of each retailer.

Keywords: Supply chain management, Greenness, Competition.

1. Introduction

In this paper, we consider two competing retailers that offer two substitutable products in a market that is sensitive to the price and the greenness level of the product. More precisely, we consider a situation where a first retailer sells a product produced by an abroad company. This product has a given level of carbon emission that is relatively high especially due to transport. It is referred to by “Standard” product. A second retailer intends to propose a greener substitutable product, referred to by “Green” product, and consequently competes with the first retailer. This second retailer can offer a greener product as it can be provided from a local supplier that can use a green production process. The two products are equivalent in terms of usage, function, and performance, but they differ in terms of carbon emission level. The demand for each product is a decreasing linear function of its own carbon emission level and price (Endogenous demand) and increasing in other product’s price and carbon emission level. The second retailer decides its carbon emission level, price and inventory level. The first one decides the price and the inventory level. Bestseller, one of the leading fashion retailers in Denmark, is a good example of a retailer acting as a gatekeeper. Bestseller, besides developing eco-friendly logistics center and organic product collection, tries to give its customers an opportunity to buy a wide range of environment-friendly products. We consider a dynamic game where each retailer maximizes its profit under other retailer’s decisions. Our work closes the gap by studying the dynamic competition from a carbon emission perspective. We address these main research questions: (i) How greenness-driven competition affects the retailers’ best strategies? (ii) Do different market structures affect retailers’ best strategies?

2. Literature Review
Liu et al. [1], proposed a nonlinear deterministic model for a two-stage supply chain. A linear demand function that is sensitive to price and eco-friendly level of the product is used in order to maximize the profit. Three different cases are considered that the manufacturer decides the wholesale price and eco-friendly level first and after that retailer determines the selling price. Except for the first case, in the rest cases, retailers offer two substitutable products. In addition, competition between retailers is considered too. The main point of the study is to show the connection between CEA and the intensity of the competition and their effects on the supply chain. Results extract some insight as CEA has a direct influence on the manufacturer (with the better eco-friendly level product) and retailer(s) profit. In addition, competition intensity has a direct effect on retailers and reverse effect on a manufacturer with less eco-friendly level.

Qin [2] presented a nonlinear stochastic model. The demand function is sensitive to price and carbon emission reduction. Qin studied a MTO supply chain system composed of a manufacturer and a retailer. The main point of this study is combining various demand forecasting and supply chain strategy (e.g. price and carbon emission reduction). In all scenarios, which are Without Information Sharing, Full Information Sharing and Retailer-only Forecasting, the manufacturer is the leader, which determines the wholesale price and carbon emission reduction level, and the retailer is the follower, which determines selling price. The results show that in the high uncertainty market, both manufacturer and retailer tend to choose the third forecasting scenario (retailer-only Forecasting) and in a low uncertainty market, the manufacturer tends to choose the second scenario, while the retailer tends to choose the first scenario.

Basiri and Heydari [3], worked on a two-stage supply chain. The supply chain offers two substitutable products that are traditional and green. The demand function is sensitive to the price, green quality and also sales efforts. The manufacturer decides the product’s green quality, while the retailer decides sales price and sales efforts. Three scenarios are considered and compared: 1- Decentralized model, which both parties try to maximize their own profit 2- Integrated model, which one decision-maker exists and 3- Collaborative model, which offers a win-win situation. All of the scenarios are deterministic. The models are solved by the analytical approach and numerical example results show that the manufacturer’s profit in collaboration setting is higher than the two other situations.

Zhou et al. [4] investigated the carbon tax policy’s effect on a two-stage supply chain with the MTO system. The model is deterministic and the demand is a linear function of price and carbon emission. Demand is decreasing in price and carbon emission. The system is composed of three players, the government which determines the carbon tax rate for a manufacturer, the manufacturer that determines the wholesale price and carbon emission and the retailer who determines the selling price. Two cases are considered based on this configuration: Bilateral monopoly scenario (as a benchmark) and Scenario with multiple competing retailers (which offer N substitutable products). A three backward step is used in order to find optimum solutions. They declared that retailer and wholesale prices are increasing in the carbon tax rate. In addition, in a competitive market (retailers’ competition), the government has to impose a carbon tax policy in order to decrease social welfare losses.

Hong and Guo [5], studied a supply chain composed of one manufacturer and one retailer under different cooperation contracts (Price-only contract, Green-marketing cost-sharing contract, Full channel coordination). The system follows a MTO production with a sensitive demand to the price and product’s greenness. The demand function is increasing in the product’s greenness and decreasing in price. A stochastic model is presented in order to maximize the profit (manufacturer and retailer). Manufacturer’s decisions (wholesale price and greenness of product) and retailer’s decisions (selling price and exerted effort for green marketing) are obtained by following the Stackelberg game. The retailer decides after the manufacturer’s decisions. As a conclusion, they declared that cooperation is needed to make the supply chain’s environmental efficiency better.

In Section 3, we present the problem description, assumptions, and mathematical model. The solutions and proofs are provided in this section. We highlight some insights that are deduced from the optimal solutions, in Section 4. In Section 5, we finally conclude and give future work directions.

### 3. Problem Description

In this study, two supply chains are considered that offer two products, Standard and Green, to the customers through different retailers. The green product that is produced by the local manufacturer is better than the standard product, which is produced abroad, in term of greenness (i.e. releases less carbon emission). Both products are equivalent in terms of usage, function, and performance. Retailers are close
to the market and hold the product as inventory and sell it as soon as a customer arrives (subsequently, the inventory level drops one unit). Figure 1 shows the inventory and refilling policy. The refilling time of all the retailers’ warehouses follows an exponential distribution with mean rate $\mu$. A service level constraint ensures that the probability of customers who face to the empty stock, $\psi_{oi}$ (see [6] for more details), is less than a predetermined level ($r$).

![Figure 1: Inventory refilling policy](image)

Since the model is stochastic, there is always a probability that customers find an empty stock. For this reason, a safety stock serves the customers when the stock is empty. Therefore, there is no backorder or lost sale. Furthermore, its filling is not our concern.

As Figure 2 shows, the standard products, produced by the abroad manufacturer, are sent to a local distributor. The distributor sends the products as soon as an order is received from retailer 1. To avoid stock-out, we assume that the distributor’s stock is always available. In the second supply chain, the local manufacturer sends directly the green products as soon as the order is received from retailer 2.

![Figure 2: Competition supply chain structure](image)

The customer’s arrival follows Poisson distributions with rate $\lambda$. $\lambda$ depends on carbon emission and price. Demand is linearly decreasing in price and carbon emission. Similar to Liu et al. [1] and Xiong et al. [7], the demands functions are presented as follows:

$$\lambda_1 = A - \alpha_p p_1 + \alpha_s (p_2 - p_1) - \beta_s (x_1 + e_1) + \beta_s (x_2 + e_2) - (x_1 + e_1).$$

$$\lambda_2 = A - \alpha_p p_2 + \alpha_s (p_1 - p_2) - \beta_s (x_2 + e_2) + \beta_s (x_1 + e_1) - (x_2 + e_2).$$

where $A$ is the potential market size for the product, $\alpha_p$ and $\beta_s$ are price and carbon emission sensitivity, respectively, and $\alpha_s$ and $\beta_s$ are the sensitivity of switchover toward price difference and carbon emission difference, respectively. Standard and green products’ prices and carbon emission levels are $p_1$, $p_2$, $x_1$ and $x_2$, respectively. Obviously, $\lambda_1 + \lambda_2 = 2A - \alpha_p (p_1 + p_2) - \beta_s (x_1 + x_2 + e_1 + e_2)$ which implies that total demand is sensitive to prices and carbon emissions; switchovers (price and carbon emission) don’t affect the total demand. Retailers can get more customers by decreasing their own product’s price (at the rate $\alpha_p + \alpha_s$) or by decreasing their own product’s carbon emission (at rate $\beta_s + \beta_s$). When a retailer increases the price (or carbon emission), not only it decreases its own demand but also increases the other retailer’s demand.

3.1 Parameters, Variables and Model Assumptions

The following assumptions are used in this paper: (i) The potential market size ($A$) is big enough. (ii) The green product’s regular cost is equal to or greater than the standard product’s regular cost ($c_2 \geq c_1$). Considering that the local manufacturer has a more advanced machine to produce a greener product that
abroad manufacturer, it is normal to assume that the regular production cost can be equal to or greater than standard products. (iii) The local manufacturer is closer to the retailer than the abroad distributor. Then refilling time of green products’ stock is less than standard products’ stock ($\mu_1 \geq \mu_2$). (iv) Since the local manufacturer is near to the retailer, the green products’ transportation emission is negligible compared to standard products’ transportation emission and can be considered to be equal to zero (without loss of generality). (v) The relevant report on the product’s carbon emission analysis reveals that approximately 70 percent of the total carbon emissions produced in the product’s life cycle (AACE 2015) are related to the production process. Thus, in this paper, we assume that the transportation carbon emission of the standard products is approximately 30 percent of the production carbon emission [9]. (vi) Each retailer follows the MTS policy in both supply chain structures. (vii) Both retailers have equal power and there is no dominating strategy. Thus, retailers decide about their own decision variables under other retailer’s actions.

The goal of retailers is to maximize their profits. Attracting more customers can help to achieve the goal, which leads the manufacturer to produce either better (greener) or offers a lower price. However, decreasing carbon emission has an extra cost. It is well known in the literature that decreasing carbon emission at lower levels will cost more. (viii) Accordingly, $b(x_1 - x_2)^2$ is considered as cost function of carbon emission reduction, where $b$ is the carbon emission reduction cost factor, $x_1$ is the carbon emission reference (standard product carbon emission) and $x_2$ is the carbon emission of the green product. The quadratic cost function illustrates that decreasing more carbon emission will have a higher cost. (ix) The fractional stock levels can be rounded up without significant loss of optimality.

By taking assumption (iv) into account, the demand functions (Equations 1 and 2) can be simplified as:

$$\lambda_1 = A_1 - \alpha p_1 + \alpha_s p_2 + \beta_s x_2,$$  \hspace{1cm} (3)

$$\lambda_2 = A_2 - \alpha p_2 + \alpha_s p_1 - \beta x_2.$$ \hspace{1cm} (4)

where $A_1 = A - \beta(x_1 + e_1)$, $A_2 = A + \beta_s(x_1 + e_1)$, $\beta = \beta_s + \beta_c$ and $\alpha = \alpha_p + \alpha_s$. Note that $\beta > \beta_s$ and $\alpha > \alpha_s$.

3.2. Competitive Scenario

As we discussed earlier, a local manufacturer produces a new substitutable product. The retailer who offers a green product to the customers decides green product’s carbon emission level ($x_2$), its price ($p_2$) and inventory level ($S_2$). Meanwhile, the abroad manufacturer keeps standard product’s carbon emission level ($x_1$), but the retailer who offers standard product decides standard product’s price ($p_1$) and inventory level ($S_1$). This is a dynamic competition and both decision makers (retailers) seek the best strategy under other decision maker’s strategy. We formulate the mathematical model of the problem as:

$$\max \pi_1 = (p_1 - c_1)\lambda_1 - hS_1,$$ \hspace{1cm} (5)

$$\max \pi_2 = (p_2 - (c_2 + b(x_1 - x_2)^2))\lambda_2 - hS_2$$ \hspace{1cm} (6)

Subject to:

$$\frac{\lambda_1}{\lambda_1 + \mu_1 S_1} \leq r,$$ \hspace{1cm} (7)

$$\frac{\lambda_2}{\lambda_2 + \mu_2 S_2} \leq r,$$ \hspace{1cm} (8)

$$\lambda_1 = A_1 - \alpha p_1 + \alpha_s p_2 + \beta_s x_2,$$ \hspace{1cm} (9)

$$\lambda_2 = A_2 - \alpha p_2 + \alpha_s p_1 - \beta x_2.$$ \hspace{1cm} (10)

$$S_1, p_1 \geq 0, \lambda_1 \geq 0.$$ \hspace{1cm} (11)

$$S_2, p_2 \geq 0, x_2 \leq x_1, \lambda_2 \geq 0.$$ \hspace{1cm} (12)

The objective functions of retailers (equations 5 and 6) are to maximize their total profit (i.e. net profit of selling product – total inventory cost) under the opponent player’s decisions. Since the model is stochastic, the expected value of the stock is equal to $\sum_{i=1}^{S_j} i\psi_{ij}$ (where $\psi_{ij}$ represents the probability retailer $j$ of having $i$ items in stock when a random customer arrives). The expected value is too complex; therefore, we consider a close approximation. The inventory cost is proportional to $S$ and we consider it as $hS_j$. There are two service level constraints (equations 7 and 8) that ensure that the probability that customers face to empty stock is less than or equal $r$. Equations 9 and 10 show the demand for each retailer. Other constraints are related to the demand, price and carbon emission positivity. The following of this section aims to determine the optimal solutions.
In the first step, we consider that retailer 2’s decisions are known and we optimize the retailer 1’s decisions. Then we consider that retailer 1’s decisions are known and optimize the retailer 2’s decisions. After that, under dynamic game consideration and using the Nash equilibrium, the optimal solution of the competition will be deduced.

**Lemma 1.** The regular product’s service level constraint is binding at optimality and the optimal value of the stock is equal to \( S_1^*(p_1^*, p_2^*, x_2^*) = \frac{1-r}{r \mu_1} \lambda_1^* \).

Proof. Since the objective function is linearly decreasing in \( S_1 \), the smallest possible \( S_1 \) is the optimal stock. According to the service level constraint, \( S_1^* \geq \frac{1-r}{r \mu_1} \lambda_1 \), therefore, the optimal value is \( S_1^* = \frac{1-r}{r \mu_1} \lambda_1^* \), which implies that service level constraint is binding in optimality.

**Lemma 2.** The optimal standard product’s price under green product’s price and green product’s carbon emission is \( p_1^*(p_2, x_2) = \frac{A_1 + \alpha_s p_2 + \beta_s x_2 + \alpha (c_1 + \frac{hy}{\mu_1})}{2a} \).

Proof. The second derivative of objective function with respect to \( p_1 \), \( \frac{d^2 \pi_1}{dp_1^2} = -2a < 0 \), is negative. Then:

\[
\frac{dp_1}{dp_1^*} = 0 \leftrightarrow p_1^* (p_2, x_2) = \frac{A_1 + \alpha s p_2 + \beta_s x_2 + \alpha \left( c_1 + \frac{hy}{\mu_1} \right)}{2a}
\]

If \( p_1^* > 0 \) and \( \lambda_1 (p_1^*) \geq 0 \), then it can be considered as the optimal price.

\[
p_1^* = \frac{A_1 + \alpha_s p_2 + \beta_s x_2 \alpha \left( c_1 + \frac{hy}{\mu_1} \right)}{2a} > 0 \leftrightarrow A_1 + \alpha_s p_2 + \beta_s x_2 + \alpha \left( c_1 + \frac{hy}{\mu_1} \right) > 0
\]

Recall that \( A_1 \) is positive and since all other expressions are positive then we conclude that \( p_1^* > 0 \).

We also need to verify that \( A_1 (p_1^*) \geq 0 \).

\[
\lambda_1 \geq 0 \leftrightarrow A_1 - \alpha \left( c_1 + \frac{hy}{\mu_1} \right) + \alpha_s p_2 + \beta_s x_2 \geq 0
\]

\[
A_1 + \alpha_s p_2 + \beta_s x_2 - \alpha \left( c_1 + \frac{hy}{\mu_1} \right) \geq 0 \leftrightarrow \alpha_s p_2 + \beta_s x_2 \geq -A_1 - \alpha \left( c_1 + \frac{hy}{\mu_1} \right)
\]

Under \( A_1 \geq \alpha \left( c_1 + \frac{hy}{\mu_1} \right) \), the right side of the inequality is negative. Since the left side of inequality always positive \( (p_2, x_2 > 0) \) the condition is always true. Thus \( p_1^* (p_2, x_2) = p_1^* \).

The price of retailer 1’s product is increasing in retailer 2’s price and carbon emission. Increasing one unit of retailer 2’s price increases \( \frac{\partial \pi_1}{\partial p_2} \) unit of retailer 1’s price.

So far, we solve the retailer 1’s problem for given retailer 2’s decisions. In the following, we solve retailer 2’s problem for given retailer 1’s decisions.

**Lemma 3.** The local service level constraint is binding at optimality and the optimal value of the stock is equal to \( S_2^*(p_1^*, p_2^*, x_2^*) = \frac{1-r}{r \mu_2} \lambda_2^* \).

Proof. Similar to Lemma 1, the objective function is linearly decreasing in \( S_2 \), and the smallest possible \( S_2 \) is the optimal solution.

**Lemma 4.** The optimal green product’s price under regular product’s price and green product’s carbon emission is \( p_2^*(p_1, x_2) = \frac{ab x_2^2 - (\beta + 2ab x_1) x_2 + A_2 + \alpha_s p_1 + \alpha \left( c_2 + bx_1^2 + \frac{hy}{\mu_2} \right)}{2a} \).

Proof. The second derivative of objectives function with respect to \( p_2 \), \( \frac{d^2 \pi_2}{dp_2^2} = -2a < 0 \), is negative and demonstrates that objective function is concave with respect to \( p_2 \). Therefore the root of the first derivative (called \( p_2^* \)) maximize the objective function.

\[
\frac{dp_2}{dp_2^*} = 0 \leftrightarrow p_2^* (p_1, x_2) = \frac{ab x_2^2 - (\beta + 2ab x_1) x_2 + A_2 + \alpha_s p_1 + \alpha \left( c_2 + bx_1^2 + \frac{hy}{\mu_2} \right)}{2a}
\]

\[
p_2^* = \frac{ab x_2^2 - (\beta + 2ab x_1) x_2 + A_2 + \alpha_s p_1 + \alpha \left( c_2 + bx_1^2 + \frac{hy}{\mu_2} \right)}{2a} > 0
\]

\[
\leftrightarrow ab x_2^2 - (\beta + 2ab x_1) x_2 + A_2 + \alpha_s p_1 + \alpha \left( c_2 + bx_1^2 + \frac{hy}{\mu_2} \right) > 0
\]
The discriminant of the above equation is $\Delta_1 = -4ab \left( A_2 - \beta x_1 + \alpha_s p_1 + \alpha \left( c_2 + \frac{hy}{\mu_2} \right) - \beta^2 \frac{3}{4ab} \right)$. Recall assumption (1) and assume $A_2 > \beta x_1 - \alpha_s p_1 - \alpha \left( c_2 + \frac{hy}{\mu_2} \right) + \beta^2 \frac{3}{4ab}$, then, $\Delta_1$ is negative and consequently, $p_x^{\text{max}}$ is always positive.

As of last condition, the $p_x^{\text{max}}$ is the optimal solution if $\lambda_2(p_x^{\text{max}}) \geq 0$.

\[
\lambda_2 \geq 0 \iff \frac{-ab x_2^2 - (\beta - 2ab x_1)x_2 + A_2 + \alpha_s p_1 - \alpha \left( c_2 + bx_1^2 + \frac{hy}{\mu_2} \right)}{2} \geq 0
\]

\[
\iff -ab x_2^2 - (\beta - 2ab x_1)x_2 + A_2 + \alpha_s p_1 - \alpha \left( c_2 + bx_1^2 + \frac{hy}{\mu_2} \right) \geq 0
\]

The discriminant of the above equation is equal to $\Delta_2 = 4ab \left( A_2 - \beta x_1 + \alpha_s p_1 - \alpha \left( c_2 + \frac{hy}{\mu_2} \right) + \beta^2 \frac{3}{4ab} \right)$. The $\Delta_2 = -\Delta_1$ and earlier we mentioned that $\Delta_1 < 0$, therefore, $\Delta_2 > 0$ and the above equation has two roots (called $R_1$ and $R_2$). $\lambda_2$ is positive between these two roots and negative outside them.

\[
R_1 = \frac{-(\beta - 2ab x_1) + \sqrt{\Delta_2}}{2ab} = x_1 + \frac{\beta + \sqrt{\Delta_2}}{2ab}
\]

\[
R_2 = \frac{-(\beta - 2ab x_1) - \sqrt{\Delta_2}}{2ab} = x_1 - \frac{\beta + \sqrt{\Delta_2}}{2ab}
\]

We have $R_1 > x_1$ and $R_2 < 0$. Therefore, demand is positive in the feasible region ($[0, x_1]$). Since two conditions are validated, thus $p_x^*(p_1, x_2) = p_x^{\text{max}}$.

**Proposition 1.** The optimal emission intensity of the green product is $x_2^* = \max(0, x_1 - \frac{\beta}{2ab})$.

Proof. After substituting $S_2^*$ and $p_x^*$, the objective function is equal to $\frac{\lambda_2^2}{\alpha}$. Since $\lambda_2 \geq 0$, maximizing $\lambda_2$ is equivalent to maximizing $\frac{\lambda_2^2}{\alpha}$. The second derivative of demand with respect to $x_2$ is $\frac{d^2 \lambda_2}{dx_2^2} = -ab < 0$, is negative and the root of the first derivative is the $x_2^{\text{max}}$ that maximize the demand (equivalently, the objective function).

\[
\frac{d^2 \lambda_2}{dx_2^2} = \frac{-2ab x_2 + (2ab x_1 - \beta)}{2} = 0 \iff -2ab x_2 + (2ab x_1 - \beta) = 0 \iff x_2^{\text{max}} = x_1 - \frac{\beta}{2ab}
\]

It is obvious that $x_2^{\text{max}} < x_1$. As long as the $x_2^{\text{max}}$ is in the feasible region, the optimal solution is $x_2^{\text{max}}$, otherwise, if $x_2^{\text{max}} \leq 0$ then the optimal solution is equal to zero. So $x_2^* = \max(0, x_1 - \frac{\beta}{2ab})$.

Now, we try to find the Nash equilibrium in order to reach the optimal solution. Based on Nash equilibrium no retailer is motivated to change his/her chosen strategy after considering other retailer's choices.

**Proposition 2.** The optimum value of standard and green products’ prices are $p_1^* = \frac{2a(2ax_1 + ax_2)}{4a^2 - a^2}$ and $p_2^* = \frac{2a(ax_1 + 2ax_2)}{4a^2 - a^2}$, where $z_1 = \frac{A_1 + \beta x_2 + \alpha_c (c_1 + \frac{hy}{\mu_2})}{2a}$ and $z_2 = \frac{ab x_2^2 - (\beta + 2ab x_1)x_2 + A_2 + \alpha_s (c_2 + bx_1^2 + \frac{hy}{\mu_2})}{2a}$.

Proof. After substituting $x_2^*$, the retailers’ best strategies become:

\[
p_1^* (p_2) = \frac{A_1 + \alpha_p x_2 + \alpha_s x_2 + \alpha_c (c_1 + \frac{hy}{\mu_2})}{2a} \quad \text{and} \quad p_2^* (p_1) = \frac{ab x_2^2 - (\beta + 2ab x_1)x_2 + A_2 + \alpha_s (c_2 + bx_1^2 + \frac{hy}{\mu_2})}{2a}
\]

As you can see, the reaction equations are linear in the function of opponent’s decisions. According to **Nash equilibrium**, the intersection point of these equations is the best strategy. There is no better strategy, which improves retailers’ profit under the opponent’s decision.

\[
p_1^* = \frac{2a(ax_1 + 2ax_2)}{4a^2 - a^2} \quad \text{and} \quad p_2^* = \frac{2a(ax_1 + 2ax_2)}{4a^2 - a^2}
\]

where $z_1 = \frac{A_1 + \beta x_2 + \alpha_c (c_1 + \frac{hy}{\mu_2})}{2a}$ and $z_2 = \frac{ab x_2^2 - (\beta + 2ab x_1)x_2 + A_2 + \alpha_s (c_2 + bx_1^2 + \frac{hy}{\mu_2})}{2a}$.

The optimal inventory levels, $S_1^*$ and $S_2^*$, are obtained from substituting $x_2^*$, $p_1^*$ and $p_2^*$.

**4. Discussion**

Similar to Boyaci and Ray [10], which distinguished three market structures based on lead time and price sensitivity parameters, we distinguish three market structures that impact our analysis. Price and Carbon emission Difference sensitive (PCD) market (i.e., $\alpha_p \beta_s > \beta_c \alpha_s$), where the market is more sensitive to price, but switchers are more governed by the difference in greenness. Carbon emission and Price Difference sensitive (CPD) market (i.e., $\alpha_p \beta_s < \beta_c \alpha_s$), where the market is more sensitive to carbon
emission, but switchovers are more governed by the price difference. Neutral market where the customers equally care about price and carbon emission (i.e., $\alpha_p \beta_x = \beta_e \alpha_x$).

**Proposition 3.** The green products are always offered at a higher price than standard products. Proof and more details are provided in Appendix A. It is an intuitive result. We expected that the price of the green product would be higher than the standard product. Consider that both manufacturers have the same situations ($c_1 = c_2, \mu_1 = \mu_2$ and $\epsilon_1 = 0$). We have two substitutable products with different carbon emission level. It is logical that the better (greener) product has a higher price than the standard product.

**Proposition 4.** Decreasing abroad supplier’s transportation emission (i.e., selecting a less distant supplier) leads to decreasing the price differentiation ($p_2^* - p_1^*$).

See Appendix A, the price differentiation is

$$\frac{\beta (3 \beta + 2 \beta_x)}{4 \alpha_x} + (\beta + \beta_x) e_1 - b \left( c_1 - c_2 + h \gamma \left( \frac{1}{\mu_1^*} - \frac{1}{\mu_2^*} \right) \right).$$

Decreasing one unit of standard product’s transportation carbon emission leads to decreasing products’ price differentiation at rate $\beta + \beta_x$. The implication of Proposition 4 is that the price differentiation of the green and standard products is critically linked to the transportation carbon emission of standard product.

**Proposition 5.** A decrease in the optimal carbon emission of green product results in:

(i) A nonlinear increase in optimal green product’s price. (ii) A nonlinear decrease in optimal standard product’s price if $\alpha_p \beta_x > \beta_e \alpha_x$ and a nonlinear increase if $\alpha_p \beta_x < \beta_e \alpha_x$.

Proof in Appendix B. The first part of the proposition is intuitive because providing the green product with lower carbon emission, by a local manufacturer, increases the total cost. The second part implies the impact of market characteristics on the optimal pricing strategy.

The market separation, that we mentioned earlier, makes the second result quite intuitive. For a PCD market where customers are more sensitive to price and the differentiation is led by carbon emission, when $x_2$ decreases, there are few new customers, which more of them buy a green product. By decreasing the standard product’s price, the first retailer, who offers standard product, attract more customers, since in this market price has more influence than carbon emission. This strategy helps the first retailer to increase further the profit. For a CPD market, when $x_2$ decreases, there are significant new customers. Because the switchovers are more sensitive to the price differential, the first retailer increases the standard product’s price as the second retailer increases the green product’s price, without considerably decreasing new demand.

5. Conclusion

In this study, a stochastic dynamic competition is considered between two retailers who offer two substitutable products to the customers, in a price and carbon emission sensitive market. There are many real example in this context like automobiles industries, clothes industries and etc. Both retailers follow the MTS policy. Since the products are substitutable, the products’ demand not only depends on their own price and carbon emission but also, depends on other product’s price and carbon emission. We formulate the problem and solve it through an analytical approach. The Nash equilibrium is used to find the best strategy for each player against the other one. Finally, we distinguished different markets’ categories to extract important insights into our results. The results showed the impact of market characteristics and competition on retailers’ strategy. In future work, we would like to consider a collaboration scenario and compare the results to the competitive scenario.
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Appendix A.

We use proof by Contradiction. We assume \( p^*_2 > p^*_1 \), then:

\[
p^*_2 > p^*_1 \iff \frac{2\alpha(\alpha x_1 + \alpha x_2)}{4\alpha^2 - \alpha^2} > \frac{2\alpha(2\alpha x_1 + \alpha x_2)}{4\alpha^2 - \alpha^2}
\]

\[
\iff \alpha x_1 + 2\alpha x_2 > 2\alpha x_1 + \alpha x_2 \iff (2\alpha - \alpha) x_1 > (2\alpha - \alpha) x_2 \implies x_1 > x_2
\]

\[
\iff abx_1^2 - (\beta + 2\alpha bx_1)x_2 + abx_1^2 + A_2 - A_1 - \beta x_2 > \alpha \left( c_1 - c_2 + hy \left( \frac{1}{\mu_1} - \frac{1}{\mu_2} \right) \right)
\]

By substituting \( A_2 - A_1 = (\beta + \beta_s)(x_1 + e_1) \) and \( x_2 = x_1 - \frac{\beta}{2ab} \), above inequality turns to:

\[
\iff ab \left( x_1^2 - \frac{\beta x_1^2}{ab} + \frac{\beta^2}{4\alpha^2 b^2} \right) - 2ab \left( x_1^2 - \frac{\beta^2}{4\alpha^2 b^2} \right) + abx_1^2 + (\beta + \beta_s)(x_1 + e_1) - \beta \left( x_1 - \frac{\beta}{2ab} \right)
\]

\[
> \alpha \left( c_1 - c_2 + hy \left( \frac{1}{\mu_1} - \frac{1}{\mu_2} \right) \right)
\]

\[
\iff \frac{\beta(3\beta + 2\beta_s)}{4\alpha^2} + (\beta + \beta_s)e_1 > b \left( c_1 - c_2 + hy \left( \frac{1}{\mu_1} - \frac{1}{\mu_2} \right) \right)
\]

According to the assumption (ii) and (iii), the right side is negative (or zero) and the left side positive. Therefore the initial assumption, which is \( p^*_2 > p^*_1 \), is true.

Appendix B.

Recall Proposition 2, the first and second derivative of the green product’s price with respect to \( x_2 \), are presented in the following.

\[
\frac{dp_2^*}{dx_2} = \frac{1}{4\alpha^2 - \alpha^2} \left( (\alpha \beta_s - 2\alpha \beta) + 4\alpha^2 b(x_2 - x_1) \right)
\]

\[
\frac{d^2p_2^*}{dx_2^2} = \frac{4\alpha^2 b}{4\alpha^2 - \alpha^2} > 0
\]

Since the second derivative is positive, the optimal price is strictly convex with respect to \( x_2 \). Since the first derivative is negative, therefore the optimal price of green products is decreasing in \( x_2 \). Therefore, as \( x_2 \) decreases, green products have a higher price. In other word, the price nonlinearly decreasing in \( x_2 \).

The first and second derivative of the optimal price of the standard product are presented in the following:

\[
\frac{dp_1^*}{dx_2} = \frac{1}{4\alpha^2 - \alpha^2} \left( (2\alpha \beta_s - \alpha_s \beta) + 2\alpha_s ab(x_2 - x_1) \right)
\]

\[
\frac{d^2p_1^*}{dx_2^2} = \frac{4\alpha^2 b}{4\alpha^2 - \alpha^2} > 0
\]

Since the second derivative is positive, the optimal price is strictly convex with respect to \( x_2 \). The first derivative can be negative or positive. In the optimal carbon emission, we have \( \frac{dp_1^*}{dx_2}(x_2 = x_1 - \frac{\beta}{2ab}) = \frac{2(\alpha \beta_s - 2\alpha \beta)}{4\alpha^2 - \alpha^2} \). Therefore, the optimal price of the standard product is increasing in \( x_2 \) when \( \alpha p \beta_s > \beta_e \alpha_s \) (equivalent to \( \alpha \beta_s > \alpha \beta \)) and it is decreasing when \( \alpha p \beta_s < \beta_e \alpha_s \) (equivalent to \( \alpha \beta_s < \alpha \beta \)).
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Abstract. This paper deals with the multi-product straight pipeline scheduling problem. In this problem, a straight pipeline is used for the transport of different products from the pumping station to the distribution center. The objective is to find a sequence of batches that ensures all daily product demand with a minimum total cost, while respecting the different constraints. An efficient heuristic is developed to tackle this problem. The proposed approach incorporates a randomized greedy algorithm for generating an initial solution and an improvement procedure with volume optimization operators. Our approach is evaluated on an instance from an operational pipeline on a one-month time horizon. The computational results show that it gives very competitive results.
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1. Introduction

1.1. Research context

OCP Group is a Moroccan firm that produces and exports phosphate and its derivatives around the world. The group established a new project called “Slurry pipeline” to increase the production capacity and reduce the logistics costs. The pipeline is a transportation mode for liquid and gaseous material, and is mainly exploited in petroleum industries to transport petroleum and derived products. The transportation of phosphate via pipeline is achieved by adding water to phosphate grains to obtain “phosphate slurry”. The slurry operates like a homogenous liquid material and it can be transferred through the pipeline. The implemented pipeline, which transports phosphate products from the mine site to the distribution center, is a main straight pipeline with a length of 187 km and a diameter of 90 cm.

Phosphate slurries can be perceived as different qualities, in reliance on their Bone Phosphate of Lime (BPL) composition. Each quality of phosphate corresponds to a product, which has its demand and storage capacity. Consequently, the pipeline is used for the transportation of multi-products, which consists of pumping a sequence of batches consecutively from the upstream of pipeline to the distribution center. Only one product is allocated to each batch, and its volume is comprised between an upper and a lower bound. In addition, a constant volume of water is injected between two batches as a separation tag in order to be able to identify the batch during the discharging period at the distribution center.
In this work, our focus is on the multi-product pipeline scheduling problem in the context of mining. The objective is to arrange the sequence of batches to be transported via pipeline on a predefined time horizon, by considering the downstream inventories to ensure demand satisfaction, while minimizing some associated costs. A heuristic incorporates a randomized greedy algorithm for generating an initial solution and an improvement procedure with volume optimization operators is proposed to tackle this problem.

1.2. Problem definition

The problem we are focusing on involves a straight multi-product pipeline that links the upstream (pumping station) to a unique distribution center. The following information must be given:

- The number of products to be transferred via pipeline;
- The time horizon (in days);
- The initial pipeline state (the type of products and their volumes);
- The pipeline specifications (diameter, length and pumping flow rate);
- The inventory properties (initial inventory and storage capacity of each product);
- The product properties (minimum and maximum size of batch)
- The customer demand during the scheduling time horizon;
- The matrix of forbidden product sequence between two consecutive batches;
- The volume of water separating two batches.

The following assumptions have been made:

- The phosphate slurry is viewed as a homogenous fluid;
- The flow pumping rate is stable and the slurry flow is always turbulent;
- All daily demand in the scheduling time horizon is given.

The objective is to schedule a sequence of batches to ensure all daily product demand with a minimum total cost, while respecting the following constraints:

- At any time, the pipeline must be entirely full;
- Product inventory at any time should respect its storage capacity, and should not be negative;
- Flow conservation constraint: the entire input volume must be equal to the output volume;
- The compatibility of two successive batches;
- Each batch contains only one product;
- Upper and lower bounds on the volume of batch.

1.3. Organization of the paper

The rest of the paper is organized as follows: Section 2 presents a literature review. Section 3 describes the proposed approach. Section 4 gives the computational experiments before the conclusion.

2. Literature review

In the literature, the multi-product pipeline scheduling problem has drawn the attention of many researchers over the last few years. However, most of the existing work on pipeline scheduling concerns the petroleum industry. The multi-product pipeline scheduling problems can be classified by the pipeline structure: straight line (linear), tree, etc. In this paper, we focus mainly on the work related to the problems with a straight pipeline. The linear pipeline scheduling problems can be divided into two
following categories according to the pipeline configuration: One-to-One: pipeline with one source (upstream) and one destination (downstream); One-to-Many: pipeline with one source and several consecutively arranged destinations. In this paper, we are interested particularly in work related to One-to-One straight pipeline scheduling problems.

2.1. One-to-One pipeline scheduling problem

In the literature, several approaches were developed for the one-to-one scheduling problem. Shah et al. (1996) [14] and Sasikumar et al. (1997) [13] are considered among the first works to tackle the scheduling of petroleum products with a One-to-One linear pipeline. Shah et al. (1996) [14] developed a mathematical programming approach that divides the linear model into two sub models, which are solved successively. Sasikumar et al. (1997) [13] proposed a heuristic which gives the sequence of batches to be inserted in the pipeline, while considering a set of constraints including the demand and the inventory management.

Relvas et al. (2006) [11] proposed a mixed integer linear program (MILP) that considered the inventory management and the settling period after receipt of each new lot at the distribution center. The model has been evaluated on a real-world case study form the petroleum industry. In addition, Relvas et al. (2009) [9] developed a heuristic to improve the efficiency of the linear program. The approach provides an adequate identification of feasible products sequences.

Cafaro et al. proposed (2008) [2] a mixed integer linear program with a continuous time formulation. The model provides better results within a shorter computational time compared to Relvas et al. (2006).

Relvas et al. (2013) [10] developed a new MILP model for a generic oil transportation system with a multiproduct pipeline that connects a single refinery to a distribution center. The objective is to ensure demand satisfaction and minimize the average flow rate at the same time. Consequently, two approaches were proposed: the first one considers fixed batch size and the second one uses variable batch size.

MirHassani el al. (2013) [5] proposed a heuristic with two steps: the construction step inserts interactively batches to build an initial solution, in which backorders can be accepted. The improvement step uses two following methods: the first one is based on batch-size modification and the second works with a population of the K best solutions. Crossover operations between solutions are performed to renew the population. The local improvement procedure ends if the maximum number of iteration is reached or if there is no improvement after a fixed number of iterations.

Moradi and MirHassani (2015) [6] proposed a MILP model based on the work presented in Relvas et al. (2013) [10]. The objective is to optimize the batch sequence and the unloading time of each batch at the distribution center. The constraints such as discrete or continuous flow rate, electricity consumption peak periods were taken into account. Later, Moradi and MirHassani (2016) [7] developed a robust method in which the deterministic linear model in Moradi and MirHassani (2015) is enlarged to a robust formulation.


Recently, Bamoumen et al. (2019) [1] proposed a hybrid approach for the multi-product straight pipeline scheduling problem. The proposed approach is composed of a construction heuristic and a MILP model as a post-optimization procedure to adjust the volume of batches. It was evaluated on an instance from an operational pipeline on a one-month time horizon.

3. Proposed approach

The proposed approach is composed of a construction method (section 3.1), an evaluation function (section 3.2) and an improvement procedure (section 3.3). The proposed construction method generates a solution in which all customers demand is satisfied. The evaluation function verifies all constrains and calculates the associated costs. The improvement procedure attempts to reduce the cost using volume optimization operators.
3.1. Construction method

The construction method generates an initial solution iteratively: a new batch is inserted at each iteration. The evaluation function checks the feasibility of the current solution. In case of infeasibility, a repair process is applied to reassign several newly inserted batches to other products.

The proposed construction method is composed of two parts: a greedy algorithm and a repair process. The detail of the construction method is given on Figure 1.
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(a) greedy algorithm  
(b) Repair process

Figure 1: Construction method

3.3.1 The greedy algorithm

The greedy algorithm (Figure 1 - a) consists of several steps as follows:

- **Step 1**: selection of a product for the new batch

  In this step, the product selection considers the autonomy of products. The autonomy of a product is measured from its inventory level. In order to increase the probability to get a feasible solution, we create a restricted candidate list (RCL) that contains several products with the smallest autonomy. The selection of a product in the RCL list is done in a random way.

- **Step 2**: Determine the volume of the new batch(es)

  For each selected product, we create a new batch with the largest possible volume by considering the storage capacity and the maximum batch size.

  The compatibility of products imposed by the matrix of forbidden product sequences is examined before insertion of the new batch. If the selected product is not compatible to the previous one, we use a tree structure to search a path between two products, and create a new batch for each product met on the path.


• Step 3: Insert new batch(es) into solution

All new batches are inserted iteratively in the current solution.

• Step 4: Evaluation

The daily demand satisfaction is examined and the total charging duration of batches is evaluated. The evaluation of the total charging duration takes into account of the pipeline stoppages duration when the inventory level of a product being unloaded reaches its storage capacity. In case of out of stock, the repair process will be applied. The algorithm reiterates until the time horizon is reached.

3.3.2 The repair process

As illustrated on Figure 1 (b), the repair process works with a remove-and-reinsert operator that extracts newly injected batches from the solution and tests another alternative path on the tree structure. If all alternative paths form the last batch are explored, then the last batch will be removed from the current solution and we restart the search of alternative paths. We repeat the same operations until a feasible path is found.

3.2. Evaluation function

The evaluation of a batch sequence consists of determining the charging and discharging time of each batch, of updating inventory levels and calculating the related costs. The evaluation function is composed of two steps: the first step determines the charging and discharging time of batches as soon as possible, and updates the inventory levels. The solution obtained is called a “forward solution”; the second step uses the solution obtained at the previous step. It pushes the discharging of batches at the end of horizon, while considering inventory levels and demand. The solution of this step is called a “backward solution”.

3.3. Improvement procedure

The improvement procedure takes an initial solution generated by the construction method and improves it by adjusting the volume of batches. As stressed on Figure 2, it is composed of three groups of operators. Each group of operator is applied successively.

![Figure 2: Improvement procedure](image)

The operators of the first group consist of reducing the batch size to avoid the stoppage of pipeline caused by the excess of capacity and to reduce the storage cost. The second group increases the volume of batches in order to reduce the pipeline stoppage duration. The two first groups of operators use the same algorithm structure (algorithm 1). In the algorithm 1, the `estimate_residual_volume` function determines the residual volume of a batch \( i \) (line 5). The residual volume is a negative value for an operator of first
group and a positive value for second group. The Adjust_batch_size function will reduce or increase the volume of batch (line 7) before the re-evaluation (line 8).

Algorithm 1: reduce/increase the volume of batches
1. Data set
2. \{ Batches, Var\} : an evaluated solution
3. Begin
4. \ For \ i = | Batches | to 1 \Do
5. VR < - Estimate_residual_volume(Var,Batches,i)
6. \If \ VR \neq 0 \Then
7. \ Adjust_batch_size(Batches,i,VR)
8. Var <- evaluation_function(Batches)
9. \End If
10. \End For
11. \Return \{Batches, Var\}
12. \End

The last group of operators aims to transfer the volume between a pair of batches with same product. For a given pair, the residual volume to be transferred is determined by considering the remaining volume of the destination batch, the daily demand of the corresponding product and the last daily discharging volume of the origin batch. For a given origin batch, it may has several possible destination batches and the first-accept selection policy is applied.

4. Computational experiments

The proposed heuristic is implemented in Java and all tests are performed on a PC with an Intel Xeon E7-8890 (2.5 GHz) under Linux (CentOS 7.4 64bit). The number of used cores is set to 1. The computational experiments are based on the instance presented in MirHassani et al. (2013) [5], which is from a real-world case study from oil industry. In this instance, we consider a unidirectional One-to-One linear pipeline that transports six different products. The pipeline has a length of 147 km, a capacity of 18000 m³, and an average transfer rate of 519.4 m³/h.

<table>
<thead>
<tr>
<th>Product Number</th>
<th>Volume max. (m³)</th>
<th>Volume min. (m³)</th>
<th>Monthly demand (m³)</th>
<th>Storage capacity (m³)</th>
<th>Initial inventory (m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18000</td>
<td>17300</td>
<td>198043</td>
<td>81500</td>
<td>52397</td>
</tr>
<tr>
<td>2</td>
<td>16000</td>
<td>800</td>
<td>64800</td>
<td>32000</td>
<td>17565</td>
</tr>
<tr>
<td>3</td>
<td>16000</td>
<td>800</td>
<td>14642</td>
<td>24000</td>
<td>18569</td>
</tr>
<tr>
<td>4</td>
<td>16000</td>
<td>3800</td>
<td>68244</td>
<td>27800</td>
<td>19888</td>
</tr>
<tr>
<td>5</td>
<td>3440</td>
<td>860</td>
<td>10934</td>
<td>10320</td>
<td>10027</td>
</tr>
<tr>
<td>6</td>
<td>8200</td>
<td>4920</td>
<td>16955</td>
<td>13120</td>
<td>7309</td>
</tr>
</tbody>
</table>

The Table 1 illustrates the following data related to each product: the minimum/maximum volumes of a batch, the monthly demand, the storage capacity and the initial inventory. The planning time horizon is fixed to 30 days. Since the daily demands are not presented in the dataset, we consider that the daily demands are distributed uniformly over the time horizon. Moreover, it is assumed that the pipeline is initially filled with one product (usually the most requested product). The initial state of the pipeline therefore gives the first batch (batch number 1) to be unloaded. The settling time is set to 24 hours.

The matrix of compatibility for the succession of the two products is given in Table 2. The sequence of two successive products is authorized with a value of 1, otherwise 0. Note that the matrix is symmetric: for example, the product 1 can only be preceded or followed by the products 2, 3 or 4. 
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The matrix of compatibility for the succession of the two products is given in Table 2. The sequence of two successive products is authorized with a value of 1, otherwise 0. Note that the matrix is symmetric: for example, the product 1 can only be preceded or followed by the products 2, 3 or 4.
Table 2: Matrix of compatibility

<table>
<thead>
<tr>
<th>Product</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

The Table 3 gives the performance of improvement procedure with volume optimization operators. For this study, 10 solutions are generated using the construction method. For each initial solution, the volume of batches is optimized, without changing the sequence of product, using the MILP model (solved by Gurobi 8.1) presented in Bamoumen et al. (2019) [1]. We compared the result of the proposed improvement procedure to the result of the MILP. We can note that the proposed improvement procedure reaches the best optimal value for 8 solutions out of 10, and the average gap is 0.03%. In term of CPU time, the proposed improvement procedure is more efficient than the MILP model.

Table 3: Performance of improvement procedure

<table>
<thead>
<tr>
<th>Solution</th>
<th>Total cost</th>
<th>CPU Times (second)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>improvement procedure</td>
<td>MILP</td>
</tr>
<tr>
<td>1</td>
<td>2 291 284</td>
<td>2 291 227</td>
</tr>
<tr>
<td>2</td>
<td>1 965 257</td>
<td>1 965 257</td>
</tr>
<tr>
<td>3</td>
<td>1 914 724</td>
<td>1 914 724</td>
</tr>
<tr>
<td>4</td>
<td>1 864 525</td>
<td>1 864 525</td>
</tr>
<tr>
<td>5</td>
<td>2 031 632</td>
<td>2 031 632</td>
</tr>
<tr>
<td>6</td>
<td>2 256 208</td>
<td>2 256 208</td>
</tr>
<tr>
<td>7</td>
<td>2 047 347</td>
<td>2 047 347</td>
</tr>
<tr>
<td>8</td>
<td>1 894 927</td>
<td>1 894 927</td>
</tr>
<tr>
<td>9</td>
<td>2 350 207</td>
<td>2 343 038</td>
</tr>
<tr>
<td>10</td>
<td>1 877 224</td>
<td>1 877 224</td>
</tr>
</tbody>
</table>

Average: 0.03% 0.0671 274.78

Figure 3 illustrates the Pareto front between the total cost and the number of iterations of the proposed heuristic. Each point on the graph represents an improvement. The total number of iterations is fixed to 500 and it takes about 11 seconds. A strong convergence can be observed on the first iterations and it slows down significantly after about 15 first iterations.

Figure 3: convergence of the proposed approach
5. Conclusion

In this paper, we propose an efficient heuristic for the multi-product straight pipeline scheduling problem. The heuristic is composed of a construction method and an improvement procedure. The construction method is a randomized greedy algorithm that chooses randomly a product from a restricted candidate list (RCL) for a new batch. A repair process is proposed to favour the obtention of feasible solutions. The improvement procedure with volume optimization operators shows. The computational results show that it gives very competitive results.

Concerning the future work, we are interested in the creation of others improvement operators based on the sequence optimization firstly. Several techniques may be envisaged: for example, the use of a vector for sequence coding combined with permutation or crossover operators to implement a genetic algorithm. Other local search strategies (such as Path-relinking) can also be considered in the improvement step to intensify the exploration of solution space.
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Abstract. Supply Chain Network Design (SCND) is a strategic decision aimed to establish network structure. Decisions such as facility locations, route selection, material flows, transportation mode selection, and inventory levels form part of SCND problems. However, optimization models that simultaneously consider capacity levels and facility locations as decision variables (dynamic strategy) are almost nonexistent. In particular, capacity allocation is a variable that significantly affects network structures and their sustainable performance. Therefore, the aim of this paper is to present an optimization model to support a biofuel SCND, using coffee residues from the Colombian context. The model addresses a dynamic capacity strategy (facility expansion or closure). When compared to fixed capacity strategies, dynamic capacity strategies present superior performance in both economic (net present value) and environmental dimensions. However, negative effects were observed in the social dimension. The proposed model is a useful tool for the establishment of long-term investment portfolios.

Keywords: supply chain network design, dynamic capacity, biofuel, sustainability, coffee residue.

1. Introduction

Supply chains may be defined as a group of arrangements that generate products and services, and which involve a number of players, from raw material producers to final consumers. Throughout the supply chain, material, money, and information flows are identified. These interact to generate value for clients and other stakeholders [1, 2]. Supply Chain Network Design (SCND), then, is a strategic decision which aims to establish network structure. Decisions such as facility locations, route selection, material flows, transportation mode selection, and inventory levels form part of SCND problems [3,4]. SCND demands the simultaneous evaluation between facility (capacity-location), transport, and inventory decisions [5,6].

Traditionally, economic efficiency has reigned as a performance measurement in supply chain design and management. However, from the so-called sustainability approach, environmental and social impacts have risen to greater prominence in recent years [7,8,9]. From said perspective, proper SCND requires the identification of the best configuration to balance economic (cost minimization), environmental goals (minimization of environmental impacts, such as the generation of greenhouse gases, energy and water consumption, pollution, etc.) and social goals (maximization of positive social impacts such as job creation, producer income, etc.) [10,11]. Said condition not only complicates decision making, but also implies the search for strategic design decision combinations to achieve a balance between economic, environmental, and social goals [12].
On the other hand, given global concerns regarding the generation of greenhouse gases caused by fossil fuel consumption, one global trend has focused on supply chain design for biofuel production [13]. According to [14], biofuel is a viable alternative for energy generation that also reduces environmental impacts. Specifically, the use of agricultural residue for bioethanol production has been identified as a promising energy alternative [15]. However, the biofuel-SCND problem, using crop residue, poses major mathematical challenges from a sustainability approach [16].

From the mathematical modelling perspective, typically, location and capacity decisions have been made from a static perspective. It is assumed that a given facility (e.g. a factory) is designed with a fixed capacity and located in a certain area (city or region), such that said decisions cannot change over project lifetimes (see Figure 1a). Said assumption is unrealistic, insofar as the fact that a facility may require capacity changes over time, owing to long-term market fluctuations (demand increases or decreases) and/or supply restrictions (especially when the raw material is an agricultural residue). As such, facility capacities may be either expanded or reduced, or plants may even be closed if their operation is no longer viable. Capacity may also expand at the same or a different location (see Figure 1b). Thus, SCND, considering dynamic facility strategies, permits the establishment of a structure and more realistic investment plan.

According to [17], “Capacity strategy includes a number of interrelated decisions, which include defining the overall scale of the operation, the number and size of the sites between which capacity is distributed, the specific activities allocated to each site, when capacity levels should be changed, how big each step change should be, and the location of each site”. This concept clearly implies the need to consider facility strategy (capacity-location) from a dynamic perspective. Additionally, said strategic decision “…usually involves deciding when capacity levels should be changed (up or down), how big each change step should be and overall how fast capacity levels should change” [17].

However, the literature review conducted in the present investigation revealed that the generation of models considering dynamic facility strategies is practically nonexistent. In [7], [9], [15], [18], [19], and [20], relevant biofuel-SCND models may be found. However, none of these have addressed dynamic capacity strategies (expansion or closure). The majority of the articles analyzed consider facility opening with fixed capacities in the \( t = 0 \) period, and lack analysis of the effects of inventory or transport decisions. They further fail to analyze the effects of a fixed capacity strategy in the chain’s sustainable performance. Only in [21] was the possibility of facility opening and expansion considered, while the possibility of closure was not.

Thus, the objective of the present document is to analyze, on one hand, the effect of dynamic facility strategy on inventory and transport decisions, and on the other, the effect thereof on supply chain performance, in economic, environmental, and social terms. To achieve said goal, a Multiple Objective Mixed Integer Linear Programming model (MOMILP) was developed for the design of a sustainable supply chain for bioethanol production, considering multiple raw materials (agricultural residue), in order to analyze strategic decisions in the long term (multi-period SCND). The model contemplates a four-echelons supply chain, which includes raw material providers, gathering centers, production plants, and blending centers.

By applying the model to a case study in the Colombian coffee region, using coffee residue, it was possible to establish a dynamic supply chain structure which permitted capacity changes (opening, expansion, or closing) in different locations, throughout time. Thus, a more realistic investment portfolio could be provided to decision makers. When compared to a fixed capacity strategy, the dynamic capacity strategy
performed better in the economic (net present value) and environmental dimensions. However, negative effects were observed in the social dimension (job creation).

This document has been structured as follows: Section 2 presents the fundamental aspects of the optimization model. Section 3 shows the results obtained from model application to a Colombian case study. Finally, Section 4 reveals the most relevant conclusions and proposes some lines of investigation.

2. Model description

Due to the complexity of the mathematical model, in this section we provide a general description of its main components. Supply chain configuration requires a complex combinatorial problem which seeks to establish the appropriate mixture of facility, transport, and inventory decisions that would lead to a proper balance between economic, environmental, and social goals. For said purpose, a Multiple Objective Mixed Integer Linear Programming model (MOMILP) was proposed to structure a bioethanol production supply chain with three coffee residues (stems, pulp, and mucilage). As observed in Figure 2, the supply chain consisted of four echelons: providers (farms which produce the agricultural residue; Fi), gathering centers (receipt, pre-treatment, and storage; Gj), biorefineries (bioethanol production; Bk), and blending facilities (mixing bioethanol with gasoline, in accordance with national regulations; Mm).

The objective of the model was to determine the material flows, capacity, and location of facilities (using a dynamic strategy) and the inventory levels that would achieve an acceptable balance between the economic, environmental, and social goals. For gathering centers and biorefineries, the model considered three capacity alternatives for each of these: small, medium, and large. The model’s assumptions were the following: 1) four echelons (Fi, Gj, Bk, and Mm); 2) three raw material types; 3) known main residue characteristics (raw materials) (e.g. degradation rate, seasonality, and yield); and 4) multiperiod. Given the model’s complexity, a brief explanation is provided as follows:

Considering a multi-objective approach, three objective functions conform the model in line with the sustainability approach (F1, F2 and F3). The objective function F1 sought maximization of the supply chain’s net present value (income-costs). Incomes include bioethanol sales and the salvage value when facilities are closed (gathering centers and biorefineries); in turn, costs are represented by raw material purchasing, opening and closing of facilities, capacity expansion, variable cost, inventory, and transportation. The objective function F2 was oriented toward the minimization of negative environmental impacts (water and...
air contamination caused by farmers, facilities and transport). The objective function $F_3$ worked toward the maximization of positive social impacts in terms of job creation and contribution to food security.

The model contemplated four groups of constraints related to facilities, capacity, inventory, and transport. Regarding facilities, a dynamic capacity strategy is proposed. In this way, gathering centers and biorefineries can be opened, expanded or closed throughout the planning horizon. If any facility is closed after having expanded its capacity, that expansion must cease in the remaining planning horizon. This condition provides a more realistic analysis of the supply chain performance in terms of economic, environmental and social impacts. Also, facilities can be supplied by multiple providers. Due to the speed rate of decomposition, pulp and mucilage are directly sent to the gathering centers; therefore, inventory constraints only consider the required levels of stems in these facilities. Also, in order to avoid exceeding the facilities capacity, and also, the normal operations in the supply chain, material flow was restricted.

3. Case study and results

The model described above was applied to a real case in Colombia. In this country, all bioethanol is produced from sugar cane, which affects the internal price of said raw material. The objective was to study the structure of a supply chain using coffee residue (stems, mucilage, and pulp), as an alternative biomass for bioethanol obtention. Owing to its geographical and climatological characteristics, Colombia is the third largest global producer of coffee [22]. Here, the main coffee harvest occurs between September and December, and there is a secondary harvest between April and June. Mucilage and pulp are generated, then, from these two harvests. However, stem production occurs differently, as they are generated as a result of crop renovation. It is estimated that 25% of farms renew their coffee trees on a yearly basis [23]. The application of the model, in this case study, was based upon two principal motivations derived from literature review: 1) the need to explore new, second-generation biomass (agricultural waste) for bioethanol production [15], and 2) the research challenge, owing to the complexity of those supply chains that employ agricultural residue [24].

In order to apply the mathematical model, coffee farmers were grouped into five zones ($F_1$…$F_5$). Four location alternatives for gathering centers ($G_1$…$G_4$) and three possible regions for biorefinery locations ($B_1$…$B_3$) were considered. Finally, zones of demand were grouped into three regions: north ($M_1$), central ($M_2$), and south ($M_3$). Parameters were obtained from governmental (Colombian Ministry of Mines and Energy, Colombian Ministry of Transportation) and non-governmental (National Coffee Growers Federation of Colombia) information sources, as well as previous studies carried out by [25] and [26]. The planning horizon was set at 20 years, divided into 240 months. The model was solved using the $\varepsilon$-restriction method, and was implemented using GAMS 23.5.1 computational tool. A model with 96,363 variables and 56,992 constraints was obtained. This result permitted the identification of 12 non-dominated solutions on the Pareto front. Given that the objective of the present article was to analyze the effect of the dynamic capacity strategy on supply chain structure and performance, non-dominated solution four was selected to illustrate the most relevant results. The model provided a dynamic structure, establishing the moments of facilities opening, with the possibility of expansion or closing throughout the planning horizon (see Figure 3).
As observed in Figure 3, in the period \( t = 1 \), two medium-sized gathering centers were opened at the \( G_1 \) and \( G_2 \) locations. The \( G_1 \) center was supplied by the farms located at \( F_2 \), \( F_3 \), and \( F_5 \), while the \( G_2 \) center was supplied by farms at \( F_4 \) and \( F_5 \). In the period \( t = 6 \), a small biorefinery was opened at \( B_1 \), which was supplied by \( G_2 \), and provided bioethanol to the blending facility located at \( M_2 \). During the 7, 9, and 240 periods, the supply chain saw structural changes which permitted the establishment of times for capacity expansion or contraction. For example, at \( t = 240 \), the supply chain comprised a medium-sized gathering center located at \( G_3 \), which was supplied by farms at \( F_4 \), and provided for a medium-sized biorefinery located at \( B_2 \). This biorefinery supplied the blending facility located at \( M_2 \). Further, during this period, facilities located at \( G_2 \) and \( B_1 \) were closed. Thus, more realistic information may be provided to support the investment decisions making.

### 3.1 Dynamic capacity strategy vs. fixed capacity strategy: effect on supply chain performance

A comparative analysis between fixed (traditionally used in the literature) and dynamic capacity strategies was performed. The results proved the benefits of a dynamic capacity strategy, in terms of supply chain costs. For the case analyzed, the total unitary bioethanol cost was \$US 0.39/liter with a dynamic capacity.
strategy, while with a fixed strategy, it increased to $US 0.43/liter. Figure 4 presents the comparison of the costs involved in each strategy, in terms of facilities (fixed and variable costs), transport, and inventory. Although the transport and inventory cost differences are relatively small, the greatest advantages of a dynamic capacity strategy are observed in facility costs.

![Figure 4. The effect of capacity strategy on supply chain costs (USD$ millions)](image)

On the other hand, on analysis of the effect of each capacity strategy on sustainable supply chain performance, notable differences were encountered between the economic, environmental, and social dimensions. As observed in Figure 5, a dynamic capacity strategy presents NPV (Net Present Value) and environmental impact advantages. In this case, an adequate facility investment plan, adjusted to a dynamic strategy, would permit capacity growth, together with long-term market fluctuations. Thus, cost overruns would be avoided for underutilized facilities. In terms of environmental performance, a dynamic capacity strategy would generate fewer environmental effects, given that water consumption and gas emissions would only grow if the system required production increases and additional material transport. A fixed capacity strategy, conversely, would generate greater benefits from the social point of view, as one of the performance dimensions is job generation. Undoubtedly, a dynamic capacity strategy, in which gradual capacity growth and the ability to close facilities is considered would most heavily affect the social dimension.

![Figure 5. The effect of capacity strategy on supply chain performance](image)

4. Conclusions

Since the literature review revealed that models considering dynamic facility strategies are practically nonexistent, the proposed model contributes in the field of SCND and, in particular, in the context of SCND from agricultural residues. The proposed dynamic capacity strategy (facility aperture and closure) provides a flexible and realistic investment plan to support long-term decision making. Although the model was designed for a biofuel production chain from agricultural waste, this strategy may be applicable in other supply chains. Results indicate that a dynamic capacity strategy outperforms other strategies, in terms of supply chain cost. In particular, relevant differences were found regarding facility costs. Dynamic capacity strategy exhibits superior performance in terms of NPV and environmental impact. However, for job
creation purposes (social impact), a fixed strategy seems to be more attractive. Future lines of research might include the incorporation of new aspects, in order to improve this model’s practical contribution. For instance, due to the characteristics of crop residues, their collection from farms requires the inclusion of a vehicle routing problem. SCND that considers stochastic analysis is a research topic that requires further investigation, in the context of agricultural residue. Regarding sustainability, aspects related to positive environmental impacts generated by residue use, as well as the incorporation of new social variables, pose challenges of note, from the mathematical perspective. Finally, the effect of a dynamic capacity strategy on supply chain performance can be studied in other contexts.

Acknowledgments

The authors thank Colciencias (Fondo Nacional de Financiamiento para la Ciencia, la Tecnología y la Innovación “Francisco José de Caldas”) for its financial support (Project 111971551628). We also acknowledge the institutional support provided by Universidad Nacional de Colombia and Universidad Libre.

5. References

20. Ekşioğlu, S.D., Acharya, A., Leightley, L.E., Arora, S.: Analyzing the design and management of biomass-to-
Collaborative Supply Chain Distribution Planning under uncertainty

Sanaa Tiss1, Jacques Lamothe 2, Caroline Thierry 3

1 Universite de Toulouse, Centre Génie Industriel, IMT Mines Albi, Albi, France
2 Universite de Toulouse, Centre Génie Industriel, IMT Mines Albi, Albi, France
3 Universite de Toulouse, IRIT, Université Toulouse Jean Jaurès,Toulouse, France
{sanaa.tiss@mines-albi.fr, jacques.lamothe@mines-albi.fr, caroline.thierry@univ-tlse2.fr}

Abstract. The need for agility in a collaborative supply chain leads to rescheduling decisions in order to align the plans of the various SC partners throughout the planning rolling horizon. However, these decisions affect the nervousness of the system and do not necessarily change much in terms of network performance, hence the need to improve planning decision-making processes. In this work, we propose a decision support interface that will provide the decision-maker with a dual perspective for evaluating his/her planning decisions. On the one hand, the impact of rescheduling decisions on the nervousness and instability of the planning system and, on the other hand, the impact of these changes on the system’s performance and risk assessment considering the uncertainties of the planning parameters. This will help the decision-maker in finding the right compromise between these two levels of assessment.

Keywords: Decision Support Interface, Collaborative SC Planning, Planning Assessment.

1. Introduction

In a collaborative supply chain network consisting of manufacturing units (plants) and distribution units (CDC and subsidiaries) (see Figure 1), planners at the different nodes of the supply chain are collaborative partners in a planning process. Their objectives are to align their different plans and avoid stock shortages and overstocks at the ends of the supply chain. As a result, they achieve a high service level and low overall costs throughout the network.

In this article our focus will be on the distribution system (i.e [1]). In this system, the Central Distribution Center has the richest view of the entire supply chain in the SC planning system.

SC collaboration has been widely discussed in literature and different types of collaboration in supply chain network were identified. In our study, the various planners collaborate in a tactical SC planning process (see Figure 2), but each partner organizes his activities and retains responsibility for his decisions. This type of collaboration was called in [2] “Information Exchange” and the main characteristics were that “retailer and supplier still order independently, yet exchange demand information and action plans in
order to align their forecasts for capacity and long-term planning.”. In [3], a typology of SC's collaborative approaches was also identified. But this typology was linked to the level of the decisions involved in a collaboration. The tactical level refers to the type called “Collaborative event management” which is mainly characterized by the fact that “activities tend to be more oriented toward problem prevention, identification and resolution than collaborative transaction management.”.

In the collaborative SC planning process above, Subsidiaries planners send out desired supply plans (SSR) based on sales forecasts and market information at the beginning of each month. According to his internal needs planning and replenishment strategies at the plant, the CDC supply planner sends the desired receipts (CDCSR) to the plant. According to his load/capacity adequacy, the production planners send his Master Production schedule (MPS) in return. Based on this response and the CDC's resources, the supply planner decides on the supply plans (SP) for each subsidiary. However, the exchanged plans on which the decision makers are based to plan their activities are uncertain and may change over time. Therefore, for the sake of agility, these plans are reviewed weekly in order to reflect unplanned events.

The decision to reschedule or accept an exceptional request from another partner in the supply chain becomes more difficult when a change in forecasts could affect the stability of all the supply chain and increase the nervousness of the system. As a result, the need for anticipation increases to avoid the repetitive insignificant changes and to have more robust plans against uncertainties.

In literature several strategies dealing with nervousness exist such as: Freezing the Schedule Within the Planning Horizon, Lot-for-Lot Policy, Safety Stocks and Change Cost Procedure [4] [5]. These strategies are already being used in these collaborative networks, but do not seem sufficient. Other works like [6] assess the impact of the operating environment on MRP system nervousness based on that propose several dampening strategies to deal with this nervousness. More recent works deals with nervousness differently by considering uncertainties in demand. [7] and [8] consider uncertainties in demand (stochastic) and propose a model that aims to mitigate nervousness without excessive costs. These models have not been integrated with others to optimize decision-making.

In our case, we assess the nervousness of the system as well as the instability of the master plans at each rescheduling cycle. Furthermore, we consider uncertainties in demand also in receipts in order to assess SC risks. We use an interval representation approach to model the uncertainty of these parameters [9]. We consider two dimensions of the nervousness assessment: the occurrence of planning changes (setups)[7] and disruption planned quantities[7]. Those two dimensions are respectively called “setup-oriented planning instability” and “quantity-oriented planning instability” in [10]. However, instability in our work quantify the variations in the programmed quantities around the average programmed quantity per period related to a plan. This measure is used to assess the stability of a plan following smoothing decisions. In a decision support interface, these indicators will be integrated with other system performance evaluation indicators to help the decision-maker decide on relevant changes and effectively manage resources.

For the remainder of this article, the focus will be on Decision 4 (SP) of the collaborative planning process in Figure 2 of the CDC supply planner decision-making process. The rest of the paper is organized as follows. In the next section, we present the structure of the proposed support decision platform and its different modules. In section 3, we take a user perspective to describe an experience using this platform. Finally, in Section 4, conclusions and future research directions are discussed.
2. Decision support for distribution planning under uncertainty

2.1. General presentation of the tool structure

The idea in this paper is to provide the decision maker a decision support platform. The objective of this platform is not to find the optimal decision (Supply Plan) or to give the possible solutions or paths. The platform will generate different indicators by confronting the decision to the possible scenarios of deviations of the received plans in order to help the decision maker to evaluate his plans and his rescheduling decisions.

The supply planner receives the planning from the other decision-makers in the supply chain (prod planner and subsidiaries planners). The received plans (MPS) and Subsidiary Supply Requirements (SSR) are deterministic plans. By applying an uncertainty model to these plans, a set of scenarios can be generated to be used in the supply planner decisions support.

Two main modules are identified in the backend program of the decision support platform architecture (see Figure 3). The first module called scenario generator which generates from the nominal values of a received plan at least two scenarios (min and max) while having knowledge about the uncertainty related to these data previously developed and ready to be integrated as an input to this module. Those scenarios are used in the second module called the decision evaluator to assess the decisions (Supply Plans) and generate different indicators. These modules are used indirectly for front-end services.

Users interact directly with the front-end application. Three main User Interfaces/services are identified.

UI 1 provides an overview of the evaluation of decisions made for the current rescheduling cycle and allows the decision-maker to choose the focus scale of the evaluation. This choice will be the entry of user UI 2 which will allow the user to modify his decision via a modification sub-interface and re-evaluate it again with the support of a detailed assessment view. All tests and modifications are saved, and a summary of all tests is always available with the main indicators generated during the evaluation in the UI 3 which facilitate comparison between decisions. Re-accessing the details of the evaluations is also possible for a final validation of the chosen decision. The interface is a graphical interface that will be connected to the ERP collaborative interface for initialization of the decision support system.

From a user point of view, the main features of this interface are the simplicity of use and the readability of information. In addition, the user will be able to understand and interpret the information without the need for advanced statistical knowledge. In addition, the indicator-chart link helps the decision-maker to easily identify the default location where action should be taken to improve the relevance of planning decisions.
2.2. Uncertainty modeling and planning decision assessment

Table 1: Notation

<table>
<thead>
<tr>
<th>Index</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>Rescheduling cycle</td>
</tr>
<tr>
<td>t</td>
<td>Period</td>
</tr>
<tr>
<td>j</td>
<td>Product</td>
</tr>
<tr>
<td>i</td>
<td>Subsidiary</td>
</tr>
<tr>
<td>𝐼𝐽</td>
<td>The set of subsidiaries consuming the product j</td>
</tr>
<tr>
<td>Parameters</td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>Planning horizon length</td>
</tr>
<tr>
<td>𝑑𝑖,𝑗,𝑡</td>
<td>Supply requirements of the subsidiary i of the product j for the period t in the cycle c at the date of exit from the CDC to i</td>
</tr>
<tr>
<td>𝑚𝑖,𝑗,𝑡</td>
<td>Master production schedule of the period t at c to date of availability at the CDC</td>
</tr>
<tr>
<td>𝑤𝑖,𝑗,𝑡</td>
<td>Production delivery in progress of the period t at c to date of availability at the CDC</td>
</tr>
<tr>
<td>𝑠𝑖,𝑗,𝑡</td>
<td>Objective stock of the product j for the period t at c</td>
</tr>
<tr>
<td>𝑝𝑠𝑖,𝑗,𝑡</td>
<td>Supply plan for the subsidiary i of the period t at c</td>
</tr>
</tbody>
</table>

2.2.1. Uncertainty modeling

We consider the Supply Requirement of Subsidiaries (SSR) and the Master Production Schedule (MPS) as subject of uncertainty. The supply plans (SP) are the decisions to be evaluated.

Regarding uncertainty modeling, we consider the simplest approach for representing uncertainty which is intervals representation: \( d_{i,j,t}(S) \in [d_{i,j,t}^L, d_{i,j,t}^U] \); \( m_{i,j,t}(S) \in [m_{i,j,t}^L, m_{i,j,t}^U] \).

We define SSR(S) and MPS(S) as possible plans related to scenario S, such as: SSR(S) = \((d_{i,j,t}(S))_{t \in [T]}\) and MPS(S) = \((m_{i,j,t}(S))_{t \in [T]}\)

In the interval, we consider the extreme scenarios S (minimum and maximum) in addition to the nominal value actually programmed. The combinations of scenarios C1 = \((m_{i,j,t}^L)_{t \in [T]}; (\sum_{k \in i} d_{i,j,k,t})_{t \in [T]}\) and C2 = \((m_{i,j,t}^U)_{t \in [T]}; (\sum_{k \in i} d_{i,j,k,t})_{t \in [T]}\) are identified as the worst-case scenarios, respectively, the first linked to a high risk of overstock and the second linked to a high risk of shortage at CDC level.

\[
D_{i,j,t} = \sum_{k \in i} d_{i,j,k,t} \quad \text{and} \quad M_{i,j,t} = \sum_{k \in i} m_{i,j,k,t} \quad D_{i,j,p,t} \quad \text{and} \quad M_{i,j,p,t}
\]

are respectively the cumulative total supply requirements of the product j up to the period t at c and the cumulative master production schedule up to the period t at c.

2.2.2. Decision assessment under uncertainty

For planning the distribution activities, we consider a classic DRP planning model that is not the subject of this article. From initial plans proposed by the planning system, the decision-maker decides on supply plans for each subsidiary. Based on the generated scenarios of the received plans from other SC partners, we evaluate these decisions on different levels.

\[
\text{System nervousness 1} = \frac{\sum_{t \in c}^{c+n-1} \text{number of set ups}}{n \times \text{number of rescheduling cycle}} \quad (1)
\]

\[
\text{System nervousness 2} = \frac{\sum_{t \in c}^{c+n-1} |x_{i,j,t} - x_{i,j,c-1,t}|}{\sum_{t \in c}^{c+n-1} x_{i,j,t}} \quad (2)
\]
Plan instability  = \frac{\sum_{t=c}^{c+n-1} |x_{ij,c,t} - A_{ij,c,t}|}{\sum_{t=c}^{c+n-1} x_{ij,c,t}} \quad (3)

Subsidiary satisfaction = \frac{\sum_{t=c}^{c+n-1} x_{ij,c,t}}{\sum_{t=c}^{c+n-1} d_{ij,c,t}} \quad (4)

Bullwhip effect = \frac{\text{instability of SSR}}{\text{instability of SP}} = \frac{\sum_{t=c}^{c+n-1} |d_{ij,c,t} - R_{ij,c,t}|}{\sum_{t=c}^{c+n-1} |x_{ij,c,t} - A_{ij,c,t}|} \quad (5)

\forall s \in S:

ps_{j,c,t}(s) = ps_{j,c,t-1}(s) + m_{j,c,t}(s) + w_{j,c,t} - \sum_{i \in I_I}(x_{ij,c,t}) \quad (6)

Unavailability risk = \frac{\sum_{s \in S} \sum_{t=c}^{c+n-1} \sum_{s \in S} |d_{ij,c,t}(s) - x_{ij,c,t}|}{\sum_{t=c}^{c+n-1} d_{ij,c,t}(s)} \quad (7)

Shortage risk = \frac{\sum_{s \in S} \sum_{t=c}^{c+n-1} \sum_{s \in S} |ps_{j,c,t}(s) - O_{j,c,t}|}{\sum_{t=c}^{c+n-1} O_{j,c,t}} \quad (8)

Consumption of safety stock risk = \frac{\sum_{s \in S} \sum_{t=c}^{c+n-1} \sum_{s \in S} |O_{j,c,t} - ps_{j,c,t}(s)|}{\sum_{t=c}^{c+n-1} O_{j,c,t}} \quad (9)

Each change in the plan from one rescheduling cycle to another increases the nervousness of the system, but the magnitude of these changes is also important to value. Equations (1) and (2) present the two dimensions of the system's nervousness calculation. (1) is the nervousness in terms of occurrence of plan changes (set ups) from one rescheduling cycle to the other. The (2) is the nervousness of the system in terms of the amount of these changes. This calculation is based on the rescheduling history throughout the planning rolling horizon.

In equation (3), we calculate the instability of a plan as the differences between the planned quantities per period and the average value \( A_{ij,c,t} \) scheduled per period throughout the planning horizon for the same rescheduling cycle.

In equation (4) and (5), the nominal values of the received plans from the other partners (MPS, SSR) are used to calculate the satisfaction rate of subsidiary requests (4) and the bullwhip effect (5). The subsidiary satisfaction indicator is the ratio between the subsidiaries' requests (the desired supply plan) and the decided supply plan. The bullwhip effect is the ratio between the instability of the SSR expressed by a subsidiary and the supply plan for that subsidiary.

In equations (7), (8) and (9), we use the possible scenarios of deviations from the received plans to assess the risks of unavailability, shortage, and consumption of the safety stock, respectively. In (7), we assess the capacity of the decided supply plan to meet the demand of a subsidiary despite possible variations in this demand (SSR) during the next rescheduling cycles.

In (6), we recalculate the projected CDC stock of each period for each possible receipt scenario (MPS(S)). This calculation is used to assess the shortage risk \( ps_{j,c,t} < 0 \) (8) and consumption of the safety stock risk \( ps_{j,c,t} < O_{j,c,t} \) (9).

### 3. Case study: User experience

In this part we present a user experience with the decision-support platform on a small scale: 4 subsidiaries, 5 products (P1, P2, P3, P4, P5) and a planning with a short horizon length of 5 weeks. Each product is consumed by one or more subsidiaries.
First, the decision-maker elaborates his/her Supply Plans for each subsidiary according to the current collaborative planning process. Then he uses the decision support platform, before validating his planning choices face to uncertainties. The first overview (UI1) of the supply plan assessment is shown in the following figure:

Figure 4: Overview of the supply plans evaluation (UI1)

In this tab, the decision-maker selects first a product and the chart is updated to display an overall evaluation of all Supply Plans per subsidiary of the selected product. According to this global vision, the decision maker specifies the scope of the evaluation that interests him. We assume that the decision-maker chooses the SP of the couple (France, P3) because, as shown in the graph in Figure 4, it belongs to the critical risk zone. By clicking the bubble (P3*France), the system moves to more detailed evaluation level of this decision. More rich view (UI2) with detailed indicators and graphical visualization (see Figure 5 and Figure 6).

In the two tabs (Figure 5 and Figure 6), the system proposes different levels of evaluation to help the decision-maker decide on appropriate changes. Product 3 is consumed by two subsidiaries, French and Australian subsidiaries. The current planning period is week 6.
The tab in Figure 5 presents an evaluation specific to the Supply Plan related to the couple (P3, France). Based on the SSR scenarios (Table 2) of the selected French subsidiary and the rescheduling planning history (Chart 1) of the Supply Plan, indicators assessing the two dimension of nervousness, subsidiary satisfaction, plan instability, unavailability risk and bullwhip effect are calculated.

Although the choice of the scope of assessment was linked to the couple (France, P3), the tab in Figure 6 is necessary to be able to decide on the modifications linked to the selected couple. Here the CDC planner has a vision on its stocks (Chart 4) as well as the total SP (France SP+ Australia SP) (Table 3). This vision allows the decision maker to review the dispatching of the stock of product 3 between the two subsidiaries while having a vision on the different possible reception scenarios (MPS(S)) (Table 4). Cumulative projected stock (Chart 5) is also displayed to assist the decision-maker in allocating quantities over time.

We consider the user's point of view to analyze the results of this example and study the possible planning decisions using this interface. In Figure 5, Chart2, the user notices that on week 8 he cannot satisfy the demand of the subsidiary even the minimum demand scenario. Moreover, even the cumulative SP (Chart 3) will not satisfy the lowest demand. So, it seems necessary to increase the supply plan for week 8. In Chart 1, he realizes that in fact he has recently produced a very low supply plan for week 8 whereas he had much higher version in the rescheduling cycle of week 4 for the same week.

So, the decision-maker would like to increase the supply plan for week 8. He switches to the tab of figure 6, Chart 5 to notice that the cumulative stock is above the objective stock in this week. In conclusion, he could increase the supply plan for week 8 without any risk of shortage or significant increase in the risk of consumption of the safety stock. In addition, it is possible to make up for the additional planned quantity of week 8 by reducing the planned quantity of week 7. The tool will allow the decision-maker to re-measure the impacts of these decisions.

The decision to increase quantities for week 8 will reduce the risk of unavailability and increase subsidiary satisfaction, as it will approach the nominal value of subsidiary demand. On the other hand, the nervousness of the system will increase since it is a change at week 7 and week 8 of the previous Supply Plan (PS(w5)), however the instability of the plan will decrease because the plan will be smoothed more. From a resource point of view, this decision will not increase the risk of consumption of the safety stock or the risk of shortage given the compensation that exists between the two changes. The results of the new evaluation will be available in the synthesis interface (UI3) below.

The decision maker may modify his Supply Plan at any time and as much as he wishes by clicking on the "Modify" button. The various test and modification sessions are saved, and the user has access to the summary of the evaluations performed from the "Summary" button. This tab allows the decision-maker to have a view of all tests. Moreover, he can always change in the saved tests or choose and validate the decision that suits him (see Figure 7).

By applying the changes studied above (Plan 2 (P3, France)), the decision-maker was able to increase the satisfaction of the French subsidiary without affecting the consumption of its resources or significantly increasing the nervousness of its system. Then it is up to the decision-maker to choose either to continue the tests or to validate the plan of the second test and move on to another decision.

The different levels of decision assessment will allow the decision-maker to have an overall view of the main areas for improvement that constitute the contradictory objectives of the objective function: increasing the service rate, maintaining the objective stock level and reducing the nervousness of the planning system.
4. Conclusion and future works

In this paper we have proposed a decision support to assist the central distribution center planner in making planning decisions and managing the supply of different subsidiary distribution centers during rescheduling cycles.

In a traditional DRP planning process, decision-makers exchange deterministic plans. Considering the uncertainties in the demands of distribution centers as well as in the scheduled receipts from plants, extreme scenarios of deviations from these plans will be generated and integrated for the evaluation of performance, nervousness and risks. This exhaustive assessment will allow the decision-maker to validate decisions that respect the right compromise between these different levels. A user experience was also presented, which confirmed the complementarity between these different levels of evaluation. In addition, the decision-maker will not need advanced statistical knowledge to be able to interpret the results of the interface.

However, in our current conception of this decision support system, we have not integrated at any time the advantage of visibility of the subsidiaries' inventories as well as the actual production outstandings that the CDC supply planner has. This information must also be integrated into decision support, more specifically for the management of CDC supply priorities. For example, there are subsidiaries that tend to demand increasingly knowing that they have enough stock to cover their sales forecasts. They adopt this behaviour for safety reasons regarding CDC decisions on the allocation of products between other distribution centers consuming the same products which makes decision making more difficult for the CDC planner.

An actual data collection from a company's planning system is in progress. In our research work, the next step will be to analyze these data using data analysis tools to model uncertainties. Then, develop the different modules of the interface architecture which will necessarily evolve according to the progress of the research. Finally, study the integration of this interface with the company's ERP system and manage the real size of the data circulating in this system. But before being able to model the planning process and simulate the decision-making process in order to study human behavior with the interface is necessary for proof of concept needs.
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Abstract. We propose a new approach to solve scheduling problems applied to a food factory. The goal is to schedule the recipes in a way that minimizes the total setup time. Our model allows splitting a recipe in two batches if necessary. It also considers other specific constraints like avoiding too long setup on a day shift, having a maximum of tasks done during days shift, etc. A good heuristic based on the idea of scheduling the most difficult tasks as soon as possible is presented.
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1. Introduction

The food industry is an environment with many standards to respect that can quickly become complex if multiple products are made on the same production line. In some factories, planners must manage the availability of the ingredients and of the production line in addition to the allergens of each product. They have to take into account the setup time between all the products which depends largely on the allergens of the products. The setup time, that includes the cleaning efforts, typically takes much longer between a recipe that contains allergens and a recipe that does not because workers must conduct an allergen clean-up for the entire production line which can involve many hours. This clean-up does not occur when passing from an allergen-free product to a product with allergens.

The aim of this work is to schedule a set of tasks for a planning horizon over the weeks 5 to 8 with the objective of minimizing the setup times. The first 4 weeks are not considered (frozen horizon) because changes at this time generate conflicts for the schedule and the procurement of raw materials. The schedule is recomputed weekly. The tasks are sequentially performed, i.e. we schedule on a single machine. The following methodology was followed. First, an analysis of the problem was carried out to clearly identify the problem. Then, the collaboration with the company made it possible to obtain data and constitute a benchmark. We designed a model and improve the search strategy of a constraint solver to obtain the best possible results on the instances. The solutions were presented to the company (validation of the model) and modifications were made to satisfy the set of constraints that must be taken into account by the planners. We reduce by 26%, in average, the setup time compared to what the human planners did.

In the literature, there are a few papers that use constraint programming applied to the food industry. Our model contributes to the field by creating a set of constraints adapted to the branching strategy we propose. This paper is organized as follows. Section 2 states the problem. Section 3 presents the literature surrounding our problem. The model and the branching strategy are presented in Section 4. The experimental results are presented in Section 5. Section 6 concludes the paper.
2. Problem Description

The problem was observed in a world recognized granola bar and cookie factory that offers a wide range of products, some of them being allergen-free. To help the planners manage such a complex product portfolio, we develop an application which takes their production system’s dynamics into account.

In our notation, we use capital letters to denote decision variables and sets and small letters for parameters or constants. We consider a set of tasks $T^*$ that correspond to cookie recipes. Each task $i \in T^*$ has a due date $let_i$, called Latest Completion Times, release date $est_i$, called Earliest Starting Time which is computed according to the availability and the preservability of the ingredients, and a processing time $p_i$ that is proportional to the number of cookies to produce. A task $i$ has a starting time $S_i$ which is unknown and needs to be computed. The transition time (or setup time) between a task $i$ to a task $j$ is given by $t_{ij}$. This time takes into account the cleaning time and the machine reconfiguration. All production lines are stopped on the weekend and some are idle during the nights. These downtimes can be used to conduct a setup, but the production itself is stopped. Let $J$ be set of days in the scheduling horizon. For each day $d \in J$, the working shift starts at time $shiftBegin_d$ and ends at time $shiftEnd_d$. There is only one shift per day.

There are two types of tasks: production orders and planned orders. The production orders are already scheduled and cannot be moved. We therefore have $est_i + p_i = let_i$, which leaves no freedom on the time the task is scheduled: $Sl = est_i$. The planned orders need to be scheduled so the time window in which the task must be scheduled is not tight: $est_i + p_i < let_i$. Moreover, planned orders can be executed in two segments in order to have a better use of the production line i.e. avoiding having unused time before the end of the shift. For instance, a task $i$ can start on Monday, be stopped during the night and be resumed on Friday. At the end of its execution on Friday, the task must be completed, i.e., the time spent on Monday and Friday must sum up to the processing time $p_i$. Nothing forces the two tasks to be adjacent in the schedule i.e., there may be other tasks running between them. When a task is executed in two parts, the duration of each of its part must be greater or equal to a threshold $minDuration$. Tasks cannot be separated into more than two parts, because starting a new production can decline the productivity. Indeed, the first minutes of production are often unstable. So, separating a task into too many parts increases the chances of not getting the right amount of product in the allotted time.

There is a limit of $maxTaskShift$ tasks that can be achieved during a workday (or shift) to avoid too many setups during a day. Only setups with duration below a threshold $maxSetup$ are permitted during a working day in order to avoid idle workers and to maximize the use of daytime. A subset of tasks $T_M \subset T^*$ requires setups that can only be done on the weekend. Tasks in $T_M$ can be scheduled on Mondays ($JM \subset J$) or right after another task in $T_M$. All parameters and sets are summarized in Tables 1 and 2.

<table>
<thead>
<tr>
<th>Sets</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T^*$</td>
<td>Set of all fictive tasks</td>
</tr>
<tr>
<td>$T_M$</td>
<td>Set of tasks that must be done on a Monday</td>
</tr>
<tr>
<td>$J$</td>
<td>Set of working days</td>
</tr>
<tr>
<td>$JM$</td>
<td>Set of working days that are Mondays</td>
</tr>
<tr>
<td>$T$</td>
<td>Set of task parts</td>
</tr>
<tr>
<td>$T_1$</td>
<td>Set of the first parts of the tasks</td>
</tr>
<tr>
<td>$T_2$</td>
<td>Set of the second parts of the tasks</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{ij}$</td>
<td>Transition time from a task $i$ to a task $j$</td>
</tr>
<tr>
<td>$est_i$</td>
<td>Earliest starting time of the task $i$</td>
</tr>
<tr>
<td>$let_i$</td>
<td>Latest completion time of the task $i$</td>
</tr>
<tr>
<td>$p_i$</td>
<td>Processing time needed for the task $i$</td>
</tr>
<tr>
<td>$shiftBegin_d$</td>
<td>Starting time of the working day $d$</td>
</tr>
<tr>
<td>$shiftEnd_d$</td>
<td>Ending time of the working day $d$</td>
</tr>
<tr>
<td>$minDuration$</td>
<td>Minimum duration of separated task</td>
</tr>
<tr>
<td>$maxTaskShift$</td>
<td>Number maximum of tasks during a shift</td>
</tr>
<tr>
<td>$maxSetup$</td>
<td>Maximum setup time allowed during day</td>
</tr>
</tbody>
</table>

3. Literature Review

Scheduling problems are numerous and varied. Allahverdi [12] presents a survey of scheduling problems with setup times. The notation used ($\alpha|\beta|\gamma$) classifies our problem in the category $1|ST_{d|}TST$: 1 because there is a single machine, $ST_{d|}$ for sequence-dependent setups and TST for minimizing the sum of the setup times. Few papers explore this problem [12].

The core of the studied problem has the same form as the Traveling Salesman Problem with Time Windows (TSPTW) which was proved to be NP-Hard [8]. Indeed, tasks can be represented as cities and setup times between tasks as distances between cities. The shortest Hamiltonian path provides an ordering of the tasks...
that minimizes the sum of the setup times. Several methods have been developed to solve this problem. Angel-Bello et al. [6] used Mixed Integer Programming MIP. Abdallah et al. [7] used a heuristic approach (Family Splitting Algorithm) to find quality solutions. Fagerholt et al. [5] use dynamic programming. Claassen et al. [3] use a relax-and-fix heuristic. Hebrard and Grimes [4] use Constraint Programming (CP) to solve job shop problems with setup times. Given the range of possible solving methods, it becomes difficult to know which one is the best. Ku and Beck [1] compare MIP and CP methods. The results showed that CP outperforms MIP on larger instances. As a result, using CP for our case becomes a natural choice. Constraint programming is a technology originating from artificial intelligence that solves combinatorial and optimization problems. It offers a large collection of constraints to model the problems: from simple constraints such as linear constraints to more complex ones that entirely model the usage of a resource in a scheduling problem. A constraint satisfaction problem is defined by a set of variables. Each variable \( X_i \) has a domain denoted \( \text{dom}(X_i) \). Each constraint is posted on a subset of variables and restricts their possible assignments. A solution is an assignment where each variable is given a value from its domain and each constraint is satisfied. In a constraint optimization problem, one also aims at minimizing/maximizing an objective function. Constraint solvers usually explore a search tree and perform a branch and bound to solve optimization problems under constraints. At each node of the tree, filtering algorithms associated with each constraint of the problem prune the branches that cannot lead to a solution. Some constraints can be simple. For example, the ELEMENT constraint ensures that a variable \( X \) takes the value at index \( I \) in an array of variables \( Y \), i.e. \( X = Y[I] \). However, what makes constraint programming so efficient is the use of global constraints posted on many variables whose filtering algorithms significantly prune the search space. For example, the DISJUNCTIVE\((S_i, \ldots, S_j, \{p_l, \ldots, p_u\})\) constraint introduced in [9] prevents any pair of tasks \( i \) and \( j \) with starting time variables \( S_i \) and \( S_j \) and processing times \( p_l \) and \( p_u \) from executing simultaneously: \( S_i + p_l \leq S_j \lor S_j + p_u \leq S_i \). This constraint uses filtering rules (e.g. time-tabling) to remove inconsistent values from the domain of the starting time variables. Dejemeppe et al. [2] created a variation of DISJUNCTIVE that takes into account setup times. The global constraint WEIGHTEDCIRCUIT\(([N_1, \ldots, N_n], W)\) [15] accepts assignments that encodes a Hamiltonian cycle in a graph with a total weight smaller than or equal to \( W \). The nodes are labeled with integers from 1 to \( n \). The node next to node \( i \) in the cycle is \( N_i \). The Global Cardinality Constraint [10] GLOBALCARDINALITY\(([X_1, \ldots, X_n], [l_1, \ldots, l_m], [u_1, \ldots, u_m])\) ensures that the value \( v \) occurs between \( l \) and \( u \) times in the vector \( X \). Finally, meta constraints allow enforcing relations between constraints. For instance, in the constraints \( C_1 \implies C_2 \) and IFTHENELSE\((C_1, C_2, C_3)\), constraint \( C_2 \) is satisfied whenever constraint \( C_1 \) is satisfied and constraint \( C_3 \) is satisfied whenever constraint \( C_1 \) is violated.

4. Methods and model

4.1. Variables

We present a model that encodes our problem. The main decision variables are the starting time of a task \( \in T \) denoted \( S_i \) and the task that follows a task \( i \) in the schedule denoted \( N_i \). All other variables are auxiliary, which means their values are function of \( S \) and \( N \). Table 3 summarizes the variables and their domains.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Domain</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W )</td>
<td>([0, \infty))</td>
<td>Sum of all transition times</td>
</tr>
<tr>
<td>( N_i )</td>
<td>( T \setminus {i} )</td>
<td>Task next to task ( i )</td>
</tr>
<tr>
<td>( PR_i )</td>
<td>( T \setminus {i} )</td>
<td>Task preceding task ( i )</td>
</tr>
<tr>
<td>( S_i )</td>
<td>([\text{est}_i, \text{lct}_i])</td>
<td>Starting time of the second part of task ( i )</td>
</tr>
<tr>
<td>( P_l )</td>
<td>([\text{minDuration}, p_l])</td>
<td>Processing time of the first part of task ( i )</td>
</tr>
<tr>
<td>( P_u )</td>
<td>([0, p_i - \text{minDuration})</td>
<td>Processing time of the second part of task ( i )</td>
</tr>
<tr>
<td>( F_i )</td>
<td>([0, p_i + \max t_{ij}])</td>
<td>Processing time, including the transition to task next to ( i )</td>
</tr>
<tr>
<td>( D_i )</td>
<td>( J )</td>
<td>Working day of the task ( i )</td>
</tr>
<tr>
<td>( D_i' )</td>
<td>( J \cup {-1} )</td>
<td>Working day of the task ( i ) if ( p_i &gt; 0 ) and (-1) otherwise</td>
</tr>
<tr>
<td>( TND_i )</td>
<td>( \text{shiftBegin} )</td>
<td>Starting time of the upcoming morning of the task ( i )</td>
</tr>
<tr>
<td>( POS_i )</td>
<td>([1, \text{maxTaskShift}])</td>
<td>Position of the task ( i ) in the shift</td>
</tr>
</tbody>
</table>
Since the tasks are preemptive and can be executed in two parts, we declare a set of tasks $T$ that contains two tasks $i_1$ and $i_2$ for each task $i$ in $T^*$. These tasks represent the first part and the second part of task $i$. We also have in $T$ two virtual tasks, sentinel-begin and sentinel-end, that mark the beginning and the end of the schedule. Each task $i_1, i_2$ in $T$ has starting time variables $S_i$ and $S_J$ with domain $\text{dom}(S_i) = \text{dom}(S_J) = [\text{est}, lct]$. They also have processing time variables $p_i$ and $p_J$ with domains $\text{dom}(p_i) = [\text{minDuration}, p_t]$ and $\text{dom}(p_J) = [0, p - \text{minDuration}]$. When $p_i = 0$, the task entirely executes in the first part. The next variable $N_i$ indicates which task follows task $i$ and has for domain $\text{dom}(N_i) = T \setminus \{i\}$. The variable $P_i$, for $i_i$ in $T$, is duration of the task part $i$ plus the setup time that follows the task. The working day variable $D_i$ tells the day which a task part is done with $J$ as domain. $D_i^*$ is used to represent the working day of task $i$ if $p_t > 0$ and -1 otherwise. The value -1 occurs when $i$ is the second part of a task that is entirely executed in its first part. The starting time of the upcoming morning of a task $i$ $T_{ND}$ can take any value in $\text{shiftBegin}$. The position of a task $i$ in a shift is denoted with $\text{POS}$, and has for domain $\text{dom}(\text{POS}) = [1, \text{maxTaskShift}]$. Finally, the variable $M_i$ takes the value of the next morning of task $i$ if the maximum number of tasks is reached and 0 otherwise. So, its domain is $\text{dom}(M_i) = \text{shiftBegin} \cup \{0\}$.

### 4.2. Main Constraints

We present the constraints of the model that is summarized below. The objective function (1) minimizes the total setup time ($W$) i.e. the transition time $t_{N_i}$ of a task $i$ with its successor $N_i$ for all task $i$.

\[
\text{Minimize } W = \sum_{i \in T} t_{N_i} 
\]

\[
\begin{align*}
\text{(2)} & \quad P_i + P_j = p_t, & \forall i \in T^* \\
\text{(3)} & \quad S_i + p_j \leq S_J, & \forall i \in T^* \\
\text{(4)} & \quad N_i \neq i, & \forall i \in T^* \\
\text{(5)} & \quad P_i = p_t \iff N_i = i \land D_i = D_J. & \forall i \in T^* \\
\text{(6)} & \quad P_i = \min (P_i, \text{shiftEnd}_{D_i} - S_i). & \forall i \in T^* \\
\text{(7)} & \quad S_i + p > \text{shiftEnd}_{D_i} \implies S_i + p > \text{shiftEnd}_{D_i} + \text{minDuration}. & \forall i \in T^* \\
\text{(8)} & \quad \text{disjunctive}(S, P). & \forall i \in T^* \\
\text{(9)} & \quad \text{weightedCircuit}(N, t, W). & \forall i \in T^* \\
\text{(10)} & \quad N_{\text{sentinel-end}} = \text{sentinel-begin}. & \forall i \in T^* \\
\text{(11)} & \quad D_i \geq d \implies S_J = \text{shiftBegin}_{d}. & \forall i \in T, \forall d \in J \\
\text{(12)} & \quad D_i \leq d \implies S_i = \text{shiftEnd}_{d}. & \forall i \in T, \forall d \in J \\
\text{(13)} & \quad \text{ifThenElse}(P_i > 0, D_i = D_J, D_i = -1). & \forall i \in T \\
\text{(14)} & \quad \text{globalCardinality}(D^*, \text{maxTaskShift}). & \forall i \in T \\
\text{(15)} & \quad t_{i,j} > \text{maxSetup} & \forall i, j \in T \\
& \quad \text{and } t_{i,j} > (\text{maxTaskShift} - 1)\text{maxSetup} & \implies D_i \neq D_J. \\
& \quad \text{if } i \neq N_{P_{r_i}} & \forall i \in T \\
\text{(16)} & \quad D_i \in J_M \implies P_{r_i} \in T_M. & \forall i \in T \\
\text{(17)} & \quad \text{TND} = \text{ShiftBegin}_{D_i + 1}. & \forall i \in T \\
\text{(18)} & \quad D_{N_I} = D_i \land P_{N_I} \neq 0 \implies \text{POS}_{N_I} = \text{POS}_J + 1. & \forall i \in T \\
\text{(19)} & \quad D_{N_I} = D_i \land P_{N_I} = 0 \implies \text{POS}_{N_I} = \text{POS}_J. & \forall i \in T \\
\text{(20)} & \quad D_{N_I} \neq D_i \implies \text{POS}_{N_I} = 1. & \forall i \in T \\
\text{(21)} & \quad \text{ifThenElse}(\text{POS}_J = \text{maxTaskShift} \land P_{N_I} \neq 0, M_i = \text{TND}_i, M_i = 0). & \forall i \in T \\
\text{(22)} & \quad \text{N}_i \in (T_i) \land \{(P_{N_I} \geq 2 \text{minDuration} \land \text{shiftEnd}_{D_i} - S_i - P_i \geq \text{minDuration}) \lor (P_{N_I} < 2 \text{minDuration} \land \text{shiftEnd}_{D_i} - S_i - P_i < \text{maxDuration})\} & \forall i \in T \\
\text{(23)} & \quad \implies S_{N_I} = \max(S_i, P_i, M_i, \text{es}_{N_I}). & \forall i \in T
A task $i$ in $T^*$ can be executed in two parts that are represented by two tasks $i_1$ and $i_2$ in $T$. Constraint (2) makes sure that the sum of the durations of the parts in $T$ is equal to the duration of the original task in $T^*$. Constraint (3) forces the first part to execute before the second. Constraint (4) is redundant and prevents the first part to follow the second. In the situation where a task is executed in one part, the duration of the first part is the duration of the original task: $p_i = p$. In this case, we force the second part, with a null duration, to succeed to the first part (5). If a task executes in two parts, (6) forces the first part to complete at the end of the shift. In other words, only the end of a shift can justify not to fully execute a task. Constraint (7) ensures that the time left to execute in the second part is longer than minDuration. The variable $P_i$ gets the duration to execute a task part $i$ in $T$ and to complete the setup after the task (8). These durations are passed to the DISTINCTIVE constraint (9) to ensure that starting time variables $S_i$ are set in a way that no two tasks nor setups overlap. The constraint WEIGHTEDCIRCUIT (10) takes as input the next variables $N_i$ and the setup time matrix $t$ and maps them to the variable, the sum of the transition times. In order for the next variables to form a cycle, we force the sentinel task sentinel-begin to follow the task sentinel-end (11). Constraints (12) and (13) force the execution of a task during a work shift. This encoding with two constraints allows a stronger filtering between the variables $S_i$ and $D_i$. A specificity of the production lines limits the number of tasks during a day (maxTaskShift). Tasks with a null processing time are not included in the total number of tasks. Constraint (14) sets the variable $D_i'$ to the working day if the processing time of a task $i$ is greater than 0 and -1 otherwise. Constraint (15) prevents any day (except -1) to occur more than maxTaskShift times in vector $D'$. Setups longer than the parameter maxSetup during a working day are not permitted. Constraint (16) ensures that a transition beyond that threshold leads to a task that is performed another day. Exploiting the triangle inequality, Constraint (17) states the condition in which the transition time is simply too large to allow two tasks executing on the same day, even if these two tasks execute first and last on that day. Tasks in $T_M$ are either executed on a Monday or preceded by a task in $T_M$. The variable $PR_i$ is the tasks that precedes $i$. Constraint (18) maps the predecessor variables to the next variables. Using the predecessor variable, Constraint (19) enforces that a task in $T_M$ is either done a Monday or after a task in $T_M$.

### 4.3. Additional Constraints

The constraints that we presented so far fully encode the problem. However, constraint programming takes its efficiency from its filtering algorithm and it is sometimes necessary to add additional constraints in order to speed up the search process. These constraints are presented in this section. Note that these constraints might eliminate some solutions that are known to be suboptimal.

The solver constructs a solution by choosing variables and assigning them a value. We add to the model constraints whose filtering algorithm sets the value of the starting time variable $S_N$ whenever the next variable $N_i$ is affected to a value. Before explaining these constraints, we declare two variables. The variable $TND_i$ (time of next day) is the time at which the upcoming shift starts. It is set by Constraint (20). The variable $POS_i$ is the position of a task $i$ in its shift.

The position of a task is determined by three cases. The first case occurs when a task $i$ and its next task are executed on the same day and the next task has a non-null processing time. In this situation, the Constraint (21) is applied and the positions of the tasks are one apart. The second case occurs when a task $i$ and its next task are executed on the same day, but the next task has a null processing time. In such a case, Constraint (22) makes both tasks have the same position. The third case occurs when a task and its next task occurs on different days. In that case, Constraint (23) resets the position of the next task to one. When the variable $POS_i$ is given the value maxTaskShift, the following tasks must be executed on the next day. If this happens, Constraint (24) sets the variable $M_i$ to the value of the next morning and 0 otherwise.
Now we have all what is needed in order to be able to set the starting time variable \( S_0 \) when the next variable \( N_i \) is set. There are four possible cases. Constraint (25) handles the first case when the task is a first part. This constraint checks whether a task can be immediately executed after another task before the end of the day shift. If so, the task starts after the preceding task, the next morning if the day is full, or at its earliest starting time (whichever comes first). For a task with a processing time greater than or equal to twice \( \text{minDuration} \), we need to have a minimum of \( \text{minDuration} \) time before the night to start it. For the task with duration less than twice \( \text{minDuration} \), we need to have enough time to execute the task entirely to be in this condition.

The second case is applied only for the first part of a task and is handled by (26). This constraint manages the case when the next task must start on the upcoming morning (\( \text{TND} \)) or at its earliest starting time. Except for the fact that it is only applied to the first part of the task, this constraint manages the opposite case of the Constraint (25). If there is not enough time before the end of the day shift, the task must be done in the upcoming morning. If the processing time of the next task (\( p_{Ni} \)) is greater than twice the \( \text{minDuration} \) and there is less than \( \text{minDuration} \) time before the night, or if a task has less than twice \( \text{minDuration} \) and there is less than the processing time \( p_{Ni} \) before the end of the working day, this case is applied.

The third case is only applied to the second part of a task and is handled by (27). This constraint manages the case when a second part of a task must start directly after the previous task or start the next day if the current day is full. It happens when the first part executes completely, and the second part has a null processing time. The task must start directly after the first part. It should be noted that in that case, \( M_i \) will always be zero. It also happens there is enough time before the end of the working day to finish the task.

Finally, the last case is also applied to the second part of the task and is modelled with Constraint (28). It manages the case when there is not enough time to complete the task before the end of the working day. The task must therefore start in the beginning of the upcoming morning \( \text{TND} \).

### 4.4. Search Strategy

Constraint Programming is an exact method that guarantees an optimal solution, given sufficient time. A branching heuristic can help speeding up the search process. We design search heuristic called opportunity cost heuristic that analyses the domains of the next variables \( N_i \), the starting time variables \( S_i \) and the transition matrix \( t_{ij} \) and that branches on the next variables \( N_i \). We recall that filtering algorithms keep removing values from the domains during the search process and that the heuristic makes a choice according to the current domains rather than the initial domains stated in Table 3. The heuristic’s principle relies on the preference to schedule now the tasks that will be harder to schedule later. Branching on the variables \( N_i \) is a strategic choice. If branching on \( N_i = v_j \) leads to a failure, the solver branches on \( N_i = v_j \) which is a significantly different solution. If the heuristic was branching on the starting time variables, say \( S_i = 1 \), upon a failure, the solver would try another value such as \( S_i = 2 \). However, starting the task \( i \) one minute later is not significantly different. Let \( i \) be the current task (initially the task sentinel-begin). The heuristic finds which task \( v \) should be assigned to \( N_i \). After the branching \( N_i = v \) is performed, \( v \) becomes the new current task. The heuristic chooses the task \( v \) with the smallest value in the domain of its starting time \( S \) and breaks ties by selecting the task that is more difficult to schedule later. This is conducted based on these rules:

1. Choose \( v \) that contains the smallest value in \( \text{dom}(S) \). If \( v \) is unique, choose \( v \), else go to Step 2.
2. For each task \( v \) computed in Step 1, calculate the sum of the transition times of a task not yet scheduled toward \( v \). Go to Step 3.
3. Randomly choose the next task with probability proportional to the sums computed in Step 2.

**Figure 1:** Example of the use of the opportunity cost heuristic

We conduct a search with restarts, i.e. after exploring a given number of nodes in the search tree, the solver restarts the search from the root node. Such a search strategy requires the heuristic to make some
randomized decisions in order not to re-explore the same portion of the search, hence the randomization of Step 3. Figure 1 shows an example of the use of the heuristic. In the first step, task A is already scheduled, and we want to know what task should be executed afterwards. B is automatically eliminated because it can start one unit of time after the others. In step 2, the setup of tasks not yet scheduled towards tasks C and D is calculated. This result is useful in step 3 in order to make task D more likely to be chosen. Task D is therefore more difficult to schedule because it has a chance to end up after task C causing a setup of 2 units.

5. Experimentation

The experiments were carried out in collaboration with a cookie factory. During the development of the model, the company sent data that was used by their planners. Instances of the problem were solved with the model and the solutions were returned to the planners. They analysed them and gave feedback to improve the model. This has been repeated until the results were of good quality. For some of these instances, we had the actual schedules used by the planners which allowed us to make a comparison between the schedules made manually and those automatically generated by our model.

**Branching heuristics**: Prior to designing the opportunity cost heuristic described in Section 4.4, we tried standard branching heuristics available in most constraint solvers. We used Smallest, a heuristic that selects the starting time variable $S_i$ with the smallest value in its domain and assign it to its smallest value. Smallest can be used in conjunction with two meta branching heuristics: Last Conflict [12] and Conflict Ordering [13]. These meta branching heuristics apply the Smallest branching heuristic, but as the search explores the search tree, the meta heuristics learn which variables are conflictual and start altering the original Smallest heuristics in order to give more importance to these variables. These meta branching heuristics were specially designed for scheduling problems. All these heuristics are already implemented in the solver Choco 4.0.6. We also implemented and integrated the opportunity cost heuristic to that solver.

**Search strategy**: When the exploration of the search reaches a dead end, i.e. when the choices made so far by the branching heuristics cannot lead to any solution, the search needs to reconsider the choices that were made. Generally, a solver reconsiders the last choice that was made until all choices are exhausted. It then reconsiders the previous last choice, and so on. This search strategy is called Depth First Search (DFS). Another search strategy called Limited Discrepancy Search (LDS) has been effective in many industrial cases [14]. This strategy explores the solution with zero reconsidered choice, then all solutions with exactly one reconsidered choice, then all solutions with exactly two reconsidered choices, and so on. LDS requires the branching heuristics to be deterministic, for that purpose, we replace Step 3 of the opportunity cost heuristic with a deterministic choice: we select the task with the largest sum computed at Step 2.

**Table 1**: Comparison between the planners and computed schedule

<table>
<thead>
<tr>
<th>Instances</th>
<th>Human Planners</th>
<th>Smallest time</th>
<th>Last conflict</th>
<th>Conflict ordering</th>
<th>Opportunity cost heuristic</th>
<th>Opportunity cost heuristic with LDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1665</td>
<td>1135</td>
<td>1175</td>
<td>1145</td>
<td>1070</td>
<td>1070</td>
</tr>
<tr>
<td>2</td>
<td>2965</td>
<td>2160</td>
<td>2160</td>
<td>2185</td>
<td>2085</td>
<td>2085</td>
</tr>
<tr>
<td>3</td>
<td>1645</td>
<td>1390</td>
<td>-</td>
<td>-</td>
<td>1305</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>1225</td>
<td>1260</td>
<td>1260</td>
<td>1290</td>
<td>1110</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>1655</td>
<td>1470</td>
<td>-</td>
<td>-</td>
<td>1555</td>
<td>1185</td>
</tr>
</tbody>
</table>

The experiments were done on a MacBook Pro with a 2.6 GHz Intel Core i7 processor. We solve 5 industrial instances counting from 45 to 65 tasks. Table 1 reports the best objective value (cumulative setup time in minutes) obtained for each solving technique after a 15-minute cut-off as well as the objective value obtained by the human planners. Our solutions have shorter setup times than what the human planners obtained. The Last Conflict and Conflict Ordering fail to always return a solution within 15 minutes. With that respect, the opportunity cost heuristic is a better solution than Smallest, Last Conflict, and Conflict Ordering. Breaking the ties with the sum of the entering setups gives better results on the studied instances and a solution is found for each instance. LDS sometimes gives better results than any branching heuristics used with DFS. However, sometimes, it does not find a single solution which makes this heuristic unusable for the case study. The reason for this performance is that the number of side constraints can regularly leads to failures. Depth First Search (DFS) can quickly correct this error by making another branching, but LDS tries to explore all solutions with fewer reconsidered choices rather than quickly fixing the solution.
Overall, our model with the opportunity cost branching heuristic and a DFS search strategy offers the best performances. It makes it possible to find better solutions than the planners with a reduction of setup time of 26%. Only the use of LDS allows better solutions, but it could not solve all instances. The difference in the objective values between opportunity cost heuristic with DFS and with LDS was not significant.

6. Conclusion

In the food industry, setup times can affect the efficiency of a production line since it is not a value-added activity. In addition, planners must take into account several constraints such as the availability of ingredients and the production line. The goal of this work is to schedule a set of tasks on a single machine for the weeks 5 to 8 of the upcoming horizon. This one is done weekly using constraint programming. The model has been developed iteratively with the company.

The scientific contribution of this work is to use constraint programming to solve an industrial problem in scheduling that minimizes setup times. Indeed, there is very few papers that use this method to solve applied cases. Also, the model’s originality is to have created a set of constraints that aim to help the heuristic in its branching. For the industrial contribution, we managed to solve complex cases by obtaining good results. We obtain an improvement of 26% on average compared to what was done with the planners.
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Abstract. In the view of the issues faced by humanitarian organizations to deliver beneficiaries in an effective, efficient and sustainable manner, the Physical Internet (PI) approach offers potential as an appropriate solution. Indeed, its high resilience, adaptability, efficiency and sustainability capabilities are attractive yet need to be proved as relevant and suitable for the humanitarian sector. Based on this consideration, it is judicious to assess the potential benefits of introducing Physical Internet concepts to humanitarian organizations and demonstrate the impact on performance. In this perspective, this paper proposes a methodology to organize such an investigation as well as some first experimental illustrations to present the approach and to highlight early positive insights.
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1. Introduction

Humanitarian organizations in their daily activities are concerned with alleviating human suffering through relief emergencies or development programs. Since logistics account for 80% of activities performed [1], it is crucial to be effective and efficient as they deal with lives. However, those objectives are not straightforward to meet considering the difficult context and constantly evolving environment. Besides, the growing number of humanitarian organizations generate a competition climate while the part of funding allocated for each crisis is decreasing. Also, donors and media put pressure on humanitarian organizations to better monitor and provide evidences of the relief quality and quantity provided. Finally, new growing concerns regarding the environment would be at some point to integrate in organizations’ operating modes. Those first trends highlight the need for some changes in the logistics and potentially as a whole. A recent concept, named Physical Internet [2], intends to overcome similar difficulties faced by the business sector. The main idea is to turn from private and dedicated logistics networks to a single and shared one. Based on this idea and the hyperconnection concept, it proposes a better way for the product to be moved, handled, produced and used. Similarly, it presents attractive elements for the humanitarian logistics and this is the starting point of this study. Indeed, before considering assessing the stakes for humanitarian organizations to become more hyperconnected, the following study proposes a performance assessment methodology to follow, to reach this objective. The paper starts with a literature review about the main humanitarian supply chain characteristics and a Physical Internet presentation. It is then, followed by the presentation of the different stages of the proposed methodology. After that, through an illustrative case study inspired from the Indonesian Red Cross organization, the paper intends to highlight some first interests of integrating Physical Internet approach to the humanitarian sector.
2. Background

2.1. Humanitarian Supply Chain

The Humanitarian Supply Chain (HSC), also referred to ‘humanitarian logistics’, encompasses all the operations required for Humanitarian Organisations (HO) to achieve the goals of alleviating human suffering [3] and minimising casualties [4]. This concern induces daily engagement over the long run as since disasters regularly occur across the globe and show an upward trend [5]. For a long time, HOs did not recognise logistics as a crucial activity affecting their performance. However, studies have demonstrated that logistics encompasses 80% of efforts performed in a relief operations and directly impacts its success [1]. Thus, especially since HOs are dealing with lives, it is mandatory for HSCs to be effective and efficient as each minute matter. Although easy to affirm, these targets are not straightforward to meet. Indeed, the HOs evolve in a specific context with characteristics that vary from their counterpart in the business sector. To discuss this point, the next sections discuss HSC structure and management in relation to the humanitarian operating context.

2.1.1. Typical HSC Network

Basically, whatever the type of supply chain, the network is composed of nodes that in the logistics context can be actors or facilities, edges to connect the nodes and three main types of flows circulating through its components. In HSCs, the actors are numerous and show various roles, objectives and approaches which often lead to coordination issues [1]. Some stakeholders may be belonging to the same HO institution but distributed at national, regional and local levels [6]. Others include suppliers, international or national HOs offering additional aid support, host government(s) or political partners, supporting or coordinating military forces, logistics providers, and donors from the public or private sector [3]. As for the affected people, also called beneficiaries, they are not always considered as part of the supply chain even if they represent the end nodes of the supply chain. As for facilities, they are centres where the physical flow may transit through before reaching its destination. These can be permanent or temporary facilities that may vary in size. Their main role is to receive, handle, store, produce or distribute the stocks [7]. Similarly, as in the business sector, there are three types of flows in HSCs. First, the physical flow includes materials (relief items, equipment, etc.) and human (volunteers, experts, etc.) [8]. Secondly, the information flow carries situation reports, tracking data and other decisional information needed for the fluidity of the physical flow [1]. Lastly, the financial flow mainly initiates from donors to support HOs action. However, recent trends show that funding is expected to be more distributed by HOs as an aid mean and thus would add new connections to manage [9]. Finally, edges connect HSCs, for example there are transportation edges connecting the logistical nodes, and communication edges connecting the various stakeholder nodes.

2.1.2. Typical HSC Management

As any supply chains, HSCs aim at delivering the right products at the right place, quantity, quality and time. However, each disaster represents a new operating context for HOs to deal with. Indeed, each humanitarian operation phase heads toward a different resource and supply mobilization: e.g. (i) the preparation phase – to limit potential negative effects, (ii) the immediate response phase after the strike, and (iii) the reconstruction phase to reach toward a stable acceptable situation [3]. In fact, each new crisis is the occasion of a new HSC development since numerous logistics nodes and linkages come in addition to the existing structure, inducing many coordination issues [1]. Besides, since most of the disasters occur too suddenly to allow precise anticipation, humanitarians face many uncertainties regarding the disaster itself (occurrence and impacts) and the resources they are to rely on. Indeed, funding takes time to be gathered and liquidity is limited, volunteers are restricted due to a high turnover and finally, the infrastructure may be damaged or under-equipped [10]. Consequently, HOs struggle making plans [8] and generally apply a firefighting approach [10]. Regarding logistics, this represents a challenge because HOs must be ready to deploy at any moment even with some blur regarding the future needs and the damages. Therefore, to be able to deliver the products to beneficiaries, the HSC management encompasses a range of operations related to material, information and financial flows [11]. However, unlike the business sector, it currently does not integrate any production operation. Consequently, the core functions remain the supply and distribution. Regarding the supply operations, relief items are directly purchased from suppliers, gathered from pre-positioned stocks or provided by donors both either across borders or locally [12]. Supplies arrive in the country via airport, seaport or land border points, and before entering the country they usually need to go through a relatively long custom clearance process. Then, the distribution is proceeded in a cascading effect according to a hierarchical tree structure. For example, once items cross the border of the affected country, they may be sent to a primary hub, then to secondary warehouses, to finish at local level depots for fulfilling the needs of beneficiaries [13], [12], [14].
2.2. Physical Internet

The ‘Physical Internet’ (Π, π) is an innovative concept that completely remodels the logistics foundations, aiming to enable improving by an order of magnitude the economic, environmental and societal sustainability of the way physical objects are moved, handled, stored, realised, supplied, designed and used through the world [2]. Unsustainability symptoms abound. As an illustration, global demand for freight transportation is expected to triple by 2050, while induced CO2 emissions are also projected to significantly increase and compromise Paris agreement targets [15]. Alongside with these, studies show that transportation assets are underused, with 25% empty truck travel and 10% carrying space efficiency [16]. In view of these observations, the Physical Internet proposes a restructuring of the current logistics system with new components and management principles.

2.2.1. Π Main Components

Π is inspired from the Digital Internet (DI) but instead of dealing with data it is dealing with physical objects. In fact, while the Digital Internet is defined as ‘the network of computer networks’, similarly the Physical Internet is ‘the network of logistics networks’ [17]. A rapid explanation about the DI operating mode can help better understand the parallel. Indeed, within the DI, when an email must be sent, it is broken down into standardised data packets. Then, these transit to the recipient through different information networks connected between each other with routers. The role of routers is to orient data packets toward the next node toward reaching their destination [17]. Similarly, within the Physical Internet, senders are mainly suppliers and receivers are mainly clients. The networks are logistics networks, the routers become logistics hubs, while the physical packets are standardised packaging, handling and transport containers (π-containers) [17]. Π is based on the following building blocks: (1) unified set of standard modular containers; (2) containerized logistics equipment and technology; (3) standard logistics protocols; (4) certified open logistics facilities and ways; (5) global logistics monitoring systems; (6) open logistics decisional and transactional platforms; (7) smart data-driven analytics, optimization, simulation and artificial intelligence; and (8) certified open logistics service providers and users (adapted from [18]).

2.2.2. Π Management Principles

Nowadays, supply chains mostly operate independently with dedicated assets (warehouses, equipment, trucks, etc.), sharing only the transportation infrastructure. Besides, they are not well connected due to interoperability issues [17]. Knowing this, Π aims to overturn this structuration as “a hyperconnected global logistics system enabling seamless open asset sharing and flow consolidation through standardized encapsulation, modularization, protocols and interfaces to improve the efficiency and sustainability of fulfilling humanity’s demand for physical object services” [18]. Π is global as it spans the world at all scales, from within buildings and cities to crossing continents and the globe. It is hyperconnected as its components and actors are intensely interconnected on multiple layers, ultimately anytime, anywhere. Interconnectivity layers include digital, physical, operational, business, legal and personal layers [18], collectively easing Π nodes to exchange physical objects and information and to coordinate [18]. It shifts towards interconnecting once private networks into an open logistics web accessible to and shared by any certified user and operated by many distinct parties. As a concept illustration, assume a client wants to order some products via the Π from different suppliers. Once they get the information, the items would be packed into adapted π-containers. Then, they would transit node to node through the different logistics networks. The order’s progress would be notified to both the suppliers and the client since the containers are digitally connected. Each time a π-node receives some π-containers, similar as a digital router would do, those are sorted and reorganised with other π-containers going to the same destination [17]. Based on criteria like the targeted arrival date and destination as well as an assigned budget, the π-containers are routed accordingly in the perspective to meet these objectives [18].

Based on these characteristics, Π enables offering a more resilient, efficient, sustainable and adaptable logistics web service to its users [18]. Indeed, by connecting nodes and creating a larger and open network, Π offers more routing opportunities and storage allocation availability [16]. Consequently, unforeseen events like the temporary loss of one or multiple nodes would be easier to manage by rerouting or using other available facilities [16]. Secondly, service levels would be improved by the gain in efficiency in the transport and warehousing domains. By mutualising containers going to the same destination, transportation would be optimised using the appropriate combination of modes and parties, with a higher loading ratio and less empty travel [16]. Besides, fewer vehicles would be required and thus, would lead to traffic disgorgement, costs reduction and less green gas emissions [16]. Additionally, the global design of all Π elements enables smoothing and speeding up the physical flow which would be noticeable in the delivery lead time capacity [16]. Regarding warehousing, the possibility to share and use storage areas that most of the time are unsaturated [2], would allow optimising the facilities and amortising the logistics costs, while enabling to deploy stocks across numerous distributed facilities near demand across wide
geomarkets [16]. Finally, by the use of standardised protocols and contracts, PI allows a high degree of open cooperation between the different types of actors [18].

2.3. Hyperconnected Humanitarian Supply Chain

Regarding the state of the art related to hyperconnected humanitarian supply chains, it appears that this domain has benefited from meagre attention. Indeed, using the combination of key words such as ‘Physical Internet’ or ‘Hyperconnected’ and ‘Humanitarian’ has ensued in few results. A possible explanation relies on the Physical Internet is a recent concept and since it is increasing its visibility in the commercial sector, it appears plausible few applications in other domains have been investigated. Nonetheless, the two papers found [19],[20] are in accordance with this one as they are at all of them the point of conceptualizing what being hyperconnected would mean in the humanitarian sector and highlighting the early positive insights.

3. Research Question and Methodology

In the view of the issues faced by HOs to fulfil the relief needs of beneficiaries in a more effective, efficient and sustainable manner, the PI approach seems an appropriate solution to overcome these problematics. Indeed, its capabilities enhanced resilience, adaptability, efficiency and sustainability capabilities, demonstrated for commercial supply chains, are attractive but need to be proved as relevant and suitable for the humanitarian sector. In this perspective, this paper proposes a performance assessment methodology for organizing and realizing such an investigation and provide preliminary experimental illustrations to present the premises of the approach. The introduced methodology consists of seven stages namely, system definition, system grasp, system modelling, experiment design, experiment testing, results & analysis, and reporting findings.

![Figure 1 - The research methodology in 7 stages and associated tools](image)

Starting with the system definition, since the study intends to check the possibility of PI internet applied to the humanitarian domain, a small-scale study needs to be developed to explore and test the PI approach [21]. In that sense, we are planning to focus on a region where populations are distributed and upon which, HOs are engaged in the perspective to deliver relief items to victims in case of a disaster. The second phase, the system grasp, is about extracting knowledge from experts through data collection, field observations, interviews and literature review to get a better understanding about the defined system. Such survey has not only the objective to get a picture of HOs objectives, strategies and available resources but also requires investigating the territory characteristics and its vulnerabilities that are directly directing the relief demand in the event of a disaster. Additionally, to give more authenticity to the case, we would require past disasters information to replay a period that HOs had to face and respond to. Then, the modelling phase consists in building a representation of the defined system to observe and learn lessons from its behaviour. It includes the creation of a territory model with its typology and administrative division, a demand model based on population distribution and the impacts of past disasters as well as, a HOs model which, for each HO would associate their management rules (decision rules, objectives, specifications…) and logistics networks. At that progress, an expert validation will be required before any further action can be taken. After that, the experiment design comes about. It is a question of first, determining the scope of the experiment e.g. which of the supply chain functions we seek to observe (procurement,
warehousing…). Secondly, it is about defining which variables or parameters we intend to modulate. Indeed, since we are considering applying PI to HOs, the territory and demand models created are regarded as a fixed baseline. However, some PI oriented change can take place at the level of two major components within HOs which the management principles and the logistics network organisation are. From those two, a multitude of subcomponents is possible to vary and combine to create scenarios such as for instance, the transport and stock-level strategies for the management principles or even the assets location for the network organisation. At last, since we plan to make an assessment through the HOs performance, we need to select some metrics as key performance indicators (KPIs) to draw conclusions. Then, the fifth step is about testing the proposed experiment design. To do so, we intend to use a discrete event and agent-based simulation to free from costs and risks associated to a concrete implementation. With the simulation, we would be able to play different response scenarios based on the same environment and disaster context. From those, we would be in position to analyse the performance results and make comparisons. In the end, the conclusions would be shared through publication to suggest if further investigations need to be undertaken or not in such domain of PI applied to the humanitarian aid.

4. Experiment and Discussion

To get a better insight of the methodology proposed, we suggest an overview of its implementation through a rapid case study built for the occasion and serving as a support to highlight first perspectives of the PI for the humanitarian sector.

4.1. System Definition, System Grasp and Modelling

As previously mentioned in the system definition phase of the methodology, we focus on a region where populations are distributed and upon which, HOs are engaged in the perspective of delivering relief items to victims in case of a disaster. The following case is inspired by the current Indonesian Red Cross organization following a 10-day field survey made in July 2019. It has been worked to become as generic as possible and applicable to diverse regions of the world where HOs would be positioned. The system modelling has started with the region conception. Indeed, as any territory, the model is divided administratively into several layers. For simplification purposes of the case, as displayed in Figure 2, the region encompasses 3 provinces differentiated by red lines, each of them contains about 16 districts highlighted by black lines. Finally, each district is supervising 25 subdistricts or villages appearing as coloured squares. Then, since humanitarian organisations are closely linked to people, population density has been integrated in the model. Concretely, through a dedicated Python code, we generated a population density mapping based on statistics and distribution rules defined at the region and district levels. The generated population distribution is depicted in Figure 2 by colouring the subdistricts in light, medium or dark blue according to the assigned population density. Also, from the survey about relief logistics practices in Indonesia [22], we identified different types of humanitarian organizations (governmental, NGOs…) and associated roles (coordinator, ministries, local or international…) that may co-exist within the same territory. For the case, we have considered 5 different HOs represented by geometric shapes (star, circle, triangle, pentagon and octagon), and managing 2 or 3 of the 5 relief items defined for the case: Products 1 & 2 (P1, P2) and Kits 1, 2 & 3 (K1, K2 and K3) (See Table 1). The logistics network of each HO depicted in Figure 2 is based on criteria outlined in [22] and field observations in terms of location of the permanent relief logistics facilities. At last, the response behavior and preparation strategy from HOs are inspired from interviews.

<table>
<thead>
<tr>
<th>Table 1 - HOs’ relief items catalogue</th>
</tr>
</thead>
<tbody>
<tr>
<td>HO1</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td><strong>Product 1 (P1)</strong></td>
</tr>
<tr>
<td><strong>Product 2 (P2)</strong></td>
</tr>
<tr>
<td>Kit 1 (K1)</td>
</tr>
<tr>
<td>Kit 2 (K2)</td>
</tr>
<tr>
<td>Kit 3 (K3)</td>
</tr>
</tbody>
</table>

4.2. Experiment Design and Testing

As a reminder, the experiment intends to assess the advantages of introducing PI approach in the humanitarian domain and to show the impacts on response performance. Since this represents a large spectrum, the scope has been restricted to two core functions of the downstream part of the chain, namely the warehousing and delivery activities. Using the case study, we investigate how different transport and storage strategies, relocations, as well as the addition of the interconnection concept, are prone to affect some major metrics such as the coverage level,
the transportation cost and the assets use. Regarding the experimental testing, since the case is fictional, we decided to lead the investigations through several experimental illustrations.

4.3. Results and Analysis

So far, each HOs is accustomed to position facilities autonomously, and tends to base its decisions on administrative, transport access and human resources criteria. This is illustrated in Figure 2 that shows the distribution of the different logistics networks associated with each HO through HO-specific maps, and then their overlapping on an integrated map. It stands out that the coverage over HOs is heterogeneous. Indeed, facilities are mostly concentrated in areas with clusters in high-level population density areas, while four districts have no facilities from any HO.

In the event of a disaster, the first few hours are decisive for the number of victims. That is why, aid agencies must be prepared to provide first aid at any moment and this, as fast as possible. In that sense, investigation of the response time to supply relief items across the territory, i.e. the coverage, we can see variances between the different relief products. Indeed, if we consider the green circle as the reachable zones in 24 hours, the 24-hour coverage has been assessed for P1, P2, K1, K2 and K3 respectively as 28, 88, 24, 83 and 83% (See Figure 3).

By merging and sharing facilities, as PI suggests it, any HO would have access to additional storage areas and get the opportunity to fulfil remaining spaces with their products. Consequently, the delivery lead time for products K1 and P2 would significantly decrease while the asset use and global service level would increase (See Figure 4). Additionally, we can expect to optimise assets and coverage. First, by reducing the number of facilities in some too much covered areas and by relocating them smartly, it is possible to increase the coverage with the same number of assets. Besides, it is not even necessary to relocate them all. For the same coverage level, the total amount of relief facilities can be reduced, and money saved could serve other purposes. However, reducing this
amount would probably induce to resize some facilities according to the demand. As an illustration, by evaluating the number of subdistricts uncovered, the coverage level reaches 88% with 61 assets while in the second scenario, it is possible to get 96% as coverage with only 47 positions (See Figure 4).

Now considering delivery both within the same organisation and between the agencies, some adjustments are possible. Currently, within the same institution the supply and delivery between the different warehouses are generally organised according to a hierarchical tree. In other words, regional warehouses oversee supplying district facilities and so on from district to subdistrict. Such organisation has been set for strategy reasons such as better control and minimal safety stock, yet it increases delivery lead time and transportation costs, notably when the target supplier node does not have the stock required. One opportunity suggested by the PI approach is adding an horizontal flow capability to the up to now hierarchical vertical distribution. The different facilities could supply based on need and availability (See Figure 5). Consequently, we can expect to increase stock agility, enabling to move inventory based on disaster-prone seasonality. Besides, the delivery lead time between nodes would be reduced as well as the transportation costs. HOs are accustomed to use dedicated delivery networks. This approach is simpler to manage, offers fewer interferences and guarantees a higher control and availability of the assets. However, as a result, we note a duplication of transport means targeting the destinations and so, a duplication of costs and trucks less than fully filled (See Figure 5, on the left). To overcome this issue, PI puts consolidating transport forward e.g. grouping deliveries having the same destination. Consolidating deliveries shows promises in increasing truck loading rate, reducing transport costs and transport induced gas emissions. Indeed, as an illustration, Figure 5 presents on the left the current approach where each institution is sending a vehicle and where most of them are lowly filled. Alternatively, in the right part of Figure 5, horizontal and transport consolidation has been employed, leading at an organisation level to transportation cost reduction of 42% for yellow organisation, 59% for orange, 41% for red and 24% for purple, based on the routes taken and shared. Additionally, the improved coordination leads to optimized delivery with less trucks, less mileage, and less greenhouse gas emissions.

![Figure 4](image1.png) – (Left) Current HOs positioning resulting in an 88% coverage with 61 assets (Right) Suggestion of relocation leading to a 96% of coverage with 47 facilities.

![Figure 5](image2.png) – (Left) Current delivery approach with HOs using their own network and vehicles (Right) Optimized delivery with the introduction of the transport consolidation and interconnection of the HOs.
5. Further Research

At the core of this article is to assess whether Physical Internet properties unlock keys for the success of tomorrow’s humanitarian organizations. Becoming more hyperconnected requires some significant changes that have to be evaluated before any implementation. In that sense, the study presented a 7-step methodology to organise such investigation. Using a modelling and simulation approach enables to make this assessment free from any risk and engagement. However, in such a complex domain, it would be hasty jumping to conclusions from the few experiment illustrations presented previously. Indeed, those were destined to highlight some first advantages of the Physical Internet in the humanitarian sector. Consequently, to gain in authenticity and legitimacy, and to uncover relevant and valuable insights, we plan to build and investigate through the proposed approach a more realistic and complex case based on a real system, with the validation of humanitarian actors. Besides, we intend playing scenarios based on a large period to certify as stable the observed realistic and complex case based on a real system. Additionally, we intend to complexify the experiment design with additional supply chain functions and widening the scope as well as the variables to modulate and the choice of KPIs.
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Abstract. Nowadays, Building information modeling (BIM) seems to be an asset to face the gap that may occur in the presence of several tools, various disciplines and different experience levels in the construction industry. In fact, this approach helps stakeholders speak a common language by working on the same 3D model. Nevertheless, implementing BIM raises interesting challenges linked to many aspects, especially the human resource factor. Thus, this paper aims to reveal the best strategies to implement BIM in SMEs and to highlight the best practices that help face the main barriers during this phase. On the basis of a literature review and semi-structured interviews, the most notable findings are the impact of human barriers which are significant, the importance of starting the implementation phase by analyzing the company’s current business processes so as to maximize BIM benefits, as well as, setting a strategic plan to outline the main steps and the different factors of this digital shift in order to better lead and support the whole staff.

Keywords: BIM, Prefabrication, Implementation, Best practices, Semi-structured interview, SMEs

1. Introduction

During the post First World War period, off-site construction appeared as the best technique to provide numerous temporary and emergency prefabricated buildings such as houses and schools [1]. Due to its potential benefits such as saving time, improving labor productivity and enhancing project quality [2], this industry has been widely spread all over the world, particularly in Canada. Likewise, Quebec remains the leading province in this field as it provides 29.7% of Canadian manufacturers in 2015 [3]. Nonetheless, construction projects have been known for their fragmentation, complexity, and challenges [4] due to the involvement of different stakeholders from various fields (architectural, structural, electrical, mechanical, etc.) and other factors such as deadlines, budgets, human resources, etc. Thus, an approach such as Building Information Modeling (BIM) seems to be an efficient way to face these challenges and to better achieve prefabrication benefits. In fact, it aims to facilitate communication and coordination between stakeholders along different phases of a construction project using a shared 3D model containing relevant information about the building. However, transition from a traditional method to BIM requires investments in terms of budget, time and skills. These requirements may seem risky for small and medium enterprises (SMEs) that represent the largest proportion of the construction industry in Canada (99.8% in 2017 [5]). Even though BIM has captured academics’ and practitioners’ attention over the years, finding a specific methodology to implement and manage the approach, especially in SMEs, remains an open question.

Hence, this study aims to reveal the best strategies for BIM deployment in SMEs as well as to highlight the best practices to support the firm’s progress while avoiding issues. To do so, a series of semi-structured interviews were conducted with several BIM experts.

This paper will be divided into three main sections. The first one proceeds with a review of relevant literature that highlights the baselines of BIM. The second section outlines the methodology used to better conduct the interviews, and the third presents the results of the study. Finally, a conclusion summarizes the main achievements and perspectives.
2. Literature review

In order to outline the baselines of BIM and its potential in the prefabricated sector, the first part of this project was dedicated to a literature review. Thus, several key words, such as BIM, Building Information Modeling, implementation, deployment, prefabricated construction, prefabricated building, prefabrication, off-site construction, best practices, medium and small firms, etc., were used to formulate the search criteria used in different databases, such as Compendex, Inspec, Proquest and Web of Science.

2.1. BIM definition and process

As a broad approach, many definitions have been associated to BIM (Building Information Modeling) over time. Some researchers and professionals see it as a 3D modeling software, others consider it as a new technology, while some define it as a new process that aims to facilitate communication and coordination between the stakeholders as well as management of a building project [3], [6]–[10]. Another relevant definition, cited in the BIM Handbook [11], introduces BIM as a modeling technology and associated set of processes to produce, communicate, and analyze building models. To avoid confusion, many authors use three key concepts to clarify the BIM process: Model, Modeling and Management [12], [13], [14]. To sum up, Building Information Modeling can be defined as a new way of working on a building project, based on a strong collaboration between stakeholders using a 3D model created via the advanced software. Used properly, it provides an efficient way to share information along the project lifecycle, leading to several benefits such as better project management and monitoring.

In order to describe the BIM process, we will first define the main levels of this process that are presented in figure 1: level of maturity, level of capability and level of development.

The maturity level refers to the performance improvement milestones that organizations, teams and the whole market aspire to achieve while implementing BIM. There are five levels according to Succar BIMMI (BIM Maturity Index)[15] [16]: the first level is called “Initial” as it is the first step of BIM deployment. BIM tools are installed but there is a shortage of defined processes, responsibilities, goals, etc. as when working with traditional method while using BIM software. The second one, called “Defined”, is characterized by well-defined baselines of this approach. The third level “Managed level” refers to a better management of the whole process. This level is known for an efficient communication and a better understanding of the BIM process but productivity is not yet predictable. The fourth one, called “Integrated level”, is characterized by better quality management and performance improvement through performance benchmarks. The productivity is consistent and predictable compared to the previous level. The last level “Optimized level” leads to review and updating of different factors related to the BIM approach (strategies, processes, tools, contractual models, etc.) in order to align it with the company’s target.

The capability level refers to the expertise of the company while using BIM and sharing the 3D model [17]. In fact, there are three levels of capability: the first level is called “modeling/Lonely BIM” as each actor will be interested in his/her own model, the second one is called “collaboration” so all stakeholders will exchange their models for a better communication. The third level known as “Integration/Open BIM” requires an
integration of different models (architectural, structural, MEP, etc.) in order to make one shared 3D model that will be used in the following phases of the construction project [18]. The level of development (LOD), refers to the information provided to introduce an element of the building in the 3D model. From one level to another, more details will be provided (dimensions, materials, connection details, etc.). Based on the previous concepts, the BIM process starts with an intradisciplinary modeling, after a planning phase, in which every actor (architect, structural/MEP engineer) creates his/her own model. Once a quality control, a revision and an approval are made by a BIM expert of each department, models will be shared between those actors in order to ensure a better coordination and communication. The last step leads to the creation of a unique 3D model that will be shared and used by stakeholders to detect any conflict or error before the construction phase. This 3D model is called a federated model [19].

2.2. BIM benefits and limits

During the last decade, the construction industry faced a notable transition towards the BIM approach given the advantages offered by this new process. Many authors studied these benefits with interest in order to quantify their effect on a firm’s progress [6], [20], [21]. The most commonly reported benefits are enhancing communication and coordination between the stakeholders through centralized information, reducing the total cost and duration of the project, enhancing the quality of the building and increasing the productivity and safety of the employees [13]. Moreover, many advantages could be deducted through the different BIM applications such as clash detection that allows to avoid a lot of errors and rework during the construction phase, a better visualization via the shared 3D model, better scheduling offered via BIM 4D, cost estimation through BIM 5D and so on [3], [18], as shown in Table 1.

Table 1 : BIM benefits based on BIM dimensions and applications.

<table>
<thead>
<tr>
<th>BIM 3D Modeling</th>
<th>BIM 4D Scheduling</th>
<th>BIM 5D Cost estimation</th>
<th>BIM 6D Sustainability</th>
<th>BIM 7D Facility management</th>
</tr>
</thead>
<tbody>
<tr>
<td>Better visualization;</td>
<td>Project phasing simulation;</td>
<td>Quantity extraction to support cost estimate;</td>
<td>Energy analysis;</td>
<td>Better facility management;</td>
</tr>
<tr>
<td>More details;</td>
<td>Sequencing of activities on site;</td>
<td>Risk management;</td>
<td>Performance analysis;</td>
<td>Better operation of the building during its lifecycle;</td>
</tr>
<tr>
<td>Better coordination/ communication;</td>
<td>Avoiding delays;</td>
<td>Order checks through fabrication models.</td>
<td>Sustainable tracking;</td>
<td>Maintenance plans and technical support.</td>
</tr>
</tbody>
</table>

Although it has numerous potential benefits, BIM raises interesting challenges and barriers that may be faced during the implementation phase. These barriers are related to resistance to change from the staff, several tools and software, the confidence level between stakeholders, lack of data integration and intellectual property of 3D model, etc.[22]. In fact, the deployment and efficient operation of BIM in a company require a systematic effort from various teams and multiple disciplines with problem solving interactions throughout the project lifecycle [23]. Moreover, many other issues may occur such as lack of sufficient knowledge of BIM, need of well-trained staff, lack of well-defined objectives, misunderstanding of the client’s needs, interoperability problems and low rate of return in investment (ROI) that requires a longer time to profit from BIM, etc.[24][25].

2.3. BIM in prefabricaction

Prefabrication is a vast concept that refers to any element of a building (truss, floor, module, etc.) that has been fabricated in a location other than its final location (workshop, factories, etc.) to be transported, installed and assembled on site [1]. Compared with traditional methods of construction, the global demand for prefabricated buildings is increasing due to its energy and time savings, environmental considerations, as well as quality and safety improvement. In fact, producing most of the elements in a factory improves working conditions and speeds up the project progress [26] [2]. According to a recent survey, the typical process used by most manufacturers in Quebec is based on three main axes: design, fabrication and installation [18]. The design phase includes project definition, task identification and preparation of relevant documents (plans, contract, etc.) that take place in the offices. The fabrication stage takes place in the
factory and consists of construction and assembly of prefabricated elements. The last step includes transportation, installation, on-site assembly and finishing of the modules to deliver the final building. Despite its numerous advantages, prefabrication faces the same problems and issues that may affect any construction project such as lack of coordination and communication between stakeholders especially during the design phase, shortage of details and information sharing that leads to interference problems during the construction stage and on-site storage problems. Thus, BIM helps resolve these problems and achieve better prefabrication benefits due to its capacity to promote effective information exchange while also automating several steps in the design, estimation, and planning phases [27]. Applying BIM in the prefabrication sector will be detailed based on the three main axes of this process. At the planning and design stage, BIM brings several applications including: information sharing, visualization, modeling, code reviews, site planning and analysis, fabrication drawings, communication, cost estimating, construction sequences, and collision detection [28]. Moreover, accurate building information not only provides support to the estimation department but also enables an increased level of detail for production scheduling and for simulation that is frequently used in this field for production line performance assessment [27]. During the manufacturing phase, several advantages could be noticed such as better quality control using accurate information of the 3D model and better management, monitoring and optimization of the production line using the efficient simulation offered by BIM tools [29]. Regarding the last phase which is the installation of prefabricated components on site, the use of BIM 4D allows to simulate different processes (transport, storage, lifting, etc.) which optimizes component inventory and site management. Thus, combining prefabrication with BIM can significantly lead to time/cost/energy savings, emission reduction and green environmental protection, which plays a great role in bolstering the transformation and upgrade of Canada’s construction industry.

3. Methodology: Main steps to conduct the interviews

The second part of this project consists of conducting a series of interviews with BIM experts in order to collect relevant information from the industry as to the state of BIM adoption in Canada. From these interviews, a set of best strategies and practices will be developed to help SMEs make this digital shift. In particular, a list of open-ended questions was first developed so as to get a better picture of the BIM approach and its deployment process. Fifteen questions was prepared, covering various aspects such as: experience of each participant and her/his background in BIM, BIM benefits, challenges and barriers faced while implementing this approach, the most suitable projects for BIM, strategies and steps taken to implement BIM, the best practices to progress via BIM, tips to maintain better communication and coordination between stakeholders, the role of each actor, the group hierarchy to better conduct this approach, the best software for the prefabrication sector, the most reluctant actors and the reasons leading to this behavior, etc. After that, a list of nine interviewees was established based on experts’ experiences with BIM. The experts had different backgrounds and various positions (researchers, architects, engineers, BIM managers, BIM directors, etc.) and came from different organizations (government company, private consulting company, nonprofit organization, universities, etc.). They are known as the leaders of BIM in Quebec and their experience in this field ranges from two to twelve years with an average of eight years. Then, a series of meetings with the experts were planned. Different types of meetings (via Skype, phone or face-to-face) were proposed to facilitate this task. During the meetings, permission to record the interviews was obtained. The voice recordings were then transcribed into word files and imported into QDA Miner software for a qualitative analysis leading to a framework for the best strategies and practices to implement and conduct the BIM process. The main results are detailed in the next section.

4. Analysis and results

As explained previously, the use of QDA Miner allows for a better analysis of the massive amount of information collected during the interviews. Only the most important findings will be discussed in this section such as barriers for BIM deployment and best strategies and practices to implement the approach.
4.1. Main barriers for BIM implementation

The interview analysis lead to five main barriers to BIM deployment: human, technological, financial, organizational and contractual. Figure 2 shows the importance of each barrier in terms of percentage.

![Figure 2: Distribution of BIM barriers according to the interview analysis.]

Technological barriers arise in the form of various tools that may be used without planning or proficiency, as well as, information reliability and interoperability problems when goals are undefined. Organizational issues refer to management problems such as the absence of a management plan, lack of coordination between technical and BIM staff and information overload that must be well managed and used. Regarding financial barriers, it is mainly based on the cost and time investment required for BIM implementation. Most of this investment is spent on purchasing software, personal training, and recruiting specialized staff so the main challenge is to justify and explain these costs to project stakeholders [30]. Contractual barriers are highly linked to classic contract forms and the intellectual property of the 3D model. According to the interview results, 77.8% of experts think that the 3D model is not yet a contractual document but should be shared while 22.2% think it is a contractual one, whereas all of them think that, sooner or later, it will be a contractual document. Hence, some conflicts may occur between stakeholders and prevent them from having a clear view of their responsibilities and rights. Furthermore, the BIM approach is based on information sharing, liability and collaboration between stakeholders that require a new form of contract to outline the role of each actor and emphasize sharing responsibilities and risks. As claimed by most of the interviewees, the new contract must be seen as a management plan that aims to highlight the goals of the project and of using BIM, to organize the relations between actors, to clarify responsibilities and risks, to put the light on information sharing and to set the standards that will be used along the project. Regarding human barriers, this category seems to be the riskiest one as mentioned previously, so it will be interesting to reveal its different forms as well as the best practices to manage them. The most prominent ones arise in the form of resistance to change, lack of communication, skills shortage, lack of information sharing, weak sense of responsibility, misunderstanding of the BIM approach, bad habit of working at the last minute unlike the BIM process that requires a great effort at the early stage, etc. In order to face these barriers, rigorous planning, continuous training and team support must be taken as serious actions, see Figure 3.

![Figure 3: Human resources as a driver of the BIM process.]

4.2. Best strategies to implement BIM in SMEs

Based on the interview outcomes, we were able to establish a BIM deployment framework in order to facilitate this phase, especially for SMEs, as shown in Figure 4. According to the experts, the BIM deployment process can be divided into three main axes: analysis, planning & conducting and piloting & monitoring [25][4]. The first axis is based on two main steps. In fact, all of the experts claimed that
deploying BIM is innovating and improves the firm’s existing situation, so it must start by analyzing this situation. Thus, the first step will be dedicated to examining the current situation of the company using process mapping, surveys or SWOT (Strength, Weaknesses, Opportunities and Threats) analysis. This step aims to reveal the company’s current means (processes, human resources, financial state, IT tools, standards, etc.). Moreover, the company must pay attention to the maturity and capability levels that have been introduced in the literature review, so as to better monitor its evolution while implementing BIM. Then, based on this analysis, the company should be able to detect the issues and areas of improvement in the current business model and identify the most profitable BIM application to implement first in order to enhance the existing situation. Once identified, a roadmap or strategic plan must be set up as a reference for BIM deployment. This plan includes answers and details about the main questions [31]: Why implement BIM (to increase productivity, to save time and cost, to be more competitive, to increase market share, etc.)? Who are the main actors of this process (BIM director, BIM manager, BIM coordinator, etc.)? Their roles and responsibilities? Their benefits? BIM applications to use in the first stage and how to make this transition? Different steps and tools used to do so? How to share information? What are the deliverables? Then, senior management has to establish the committee that will be responsible for this process deployment (assign members, their roles, required skills, availability, etc.). Once this plan is set, a kick off meeting must be planned in order to better introduce the BIM approach to all members. During this meeting, everyone will obtain a clear view of the responsibilities of each one, as well as, the deliverables that must be provided and the deadlines. Hence, this meeting aims to highlight the main steps, concepts and rules to better conduct BIM deployment. The tools required by the main committee, such as software and hardware, must also be set up at this point. Furthermore, all respondents agreed that an important step in the planning phase consists of aligning BIM processes with the current ones. Once tools are installed, staff is ready and all the concepts are clear, the next step will be dedicated to applying BIM in a pilot project in order to test it and to evaluate the firm’s progress using this new approach. It is important to choose an appropriate pilot project as it is the first project realized using BIM. In this case, it is better to avoid critical projects limited by a short duration and/or an important budget. Finally, during the interviews, most of the interviewees pointed out the need to set key success factors for BIM deployment assessment. These key factors may refer to time and cost saving, productivity increase, quality improvement, etc. Finally, meeting, reviewing and updating must be done after each step.

![Figure 4: The main steps of BIM deployment.](image)

**4.3. Best practices for BIM adoption**

Based on barrier classification, best practices will be related to each barrier class. Thus, there are five classes of best practices, linked to human resources, technologies, organization, financial and legal aspects. In the first class, one of the best practices is to better understand the different positions and responsibilities of each actor in order to ensure good functioning of the BIM process. According to most of the interviewees, the roles to occupy in a BIM approach are classified into three main functions, as shown in figure 5: management, coordination and modeling. The management function is given to a BIM manager/director who has the strategic vision and conducts the deployment phase. According to most of the interviewees, the BIM process can function without a BIM manager or director, but needs someone who has this vision to establish training plans, standards at the office level, to set best practices, to coach and support the group and to gather resources on the project, whatever its status. The coordination function is covered by the BIM coordinator or creator who has to ensure that the models respect the requirements, that they are well integrated and functioning, and to monitor the model evolution and project progress. The modeling function is delegated to the BIM modeler who should create and manage the 3D model based on the client needs so he/she must be well-skilled in using the basic modeling software.
The previous main classes of responsibilities must be present in each company in order to help stakeholders to better integrate the BIM approach and to achieve its benefits. Due to the importance of human resources in the BIM process, all respondents pointed out the need to support and coach BIM staff, to keep them motivated by sharing successful experiences and relevant knowledge, as well as, the main information about the company’s progress. Furthermore, one of the main elements revealed in the interviews concerning this factor was to initially limit the number of members on the BIM committee and to ensure that they are given the time and resources to master this task. Then, they can become facilitators for the company. Another relevant practice is to invest considerable effort in the early stages of the project (planning and design phase) as it affects the following phases. It is also important to start the BIM transition with people who support this approach in order to create a favorable first BIM experience that will be shared among the group. Regarding the technological field, the committee must choose the right IT tools for the company’s needs that will bring benefits and fit with group skills as well as the software that allows file exchange without interoperability problems. For the organizational factor, it seems better to start working with BIM 3D and to avoid working on all BIM dimensions at an early stage of the implementation. In fact, one of the most common mistakes made by some companies is aiming to reach all BIM applications from the first stage of BIM deployment without checking on the company maturity and capability levels. This mistake requires enormous effort and raises high risks. Another tip proposes to simplify and to facilitate the BIM process by avoiding the use of various tools and software so that standardization of practices (conventions, file extensions, data forms, etc.) helps offer better team support and process operation. Finally, it is extremely important to provide reference manuals and handbooks and to keep detailed records documenting each step. As for the legal asset, it seems relevant to look for a new kind of contract that encourages the collaborative process, information sharing and outlines professional responsibilities. In fact, one of the new forms, mentioned during the interview, that may fit with the BIM approach, is CCDC 30 which is a new form of contract called Integrated Project Delivery Contract specific to IPD projects including scope allocation, payments, changes, conflict management, termination, insurance and contract security, and liability allocation [32]. In addition, intellectual property of the 3D model must be clarified at the beginning of the project to avoid conflicts throughout the execution. Finally, regarding the financial aspect, it is important to estimate a return on investment (ROI) and to use it as a reference for BIM profit assessment. According to the experts, showing financial benefits to headmasters will be valuable to maintain their support.

5. Conclusion

This paper aimed to reveal, at first, fundamental concepts of BIM through a literature review to ensure a better understanding of this approach and then to analyze the findings of semi-structured interviews that were conducted in order to detect the state of BIM adoption in the province of Quebec, in Canada, and to highlight the strategies and tips that facilitate implementation and use of the BIM process by SMEs. One of the most relevant outcomes of this study was the classification of barriers to BIM deployment. Hence, the most critical barriers were highly linked to human resources: resistance to change, lack of communication and coordination, habit of working at last minute, weak sense of liability, etc. So that, more interest must be given to how to lead, support, motivate and manage human resources. Also, most of the respondents agreed on the crucial need for a new form of contract that fits with BIM as a collaborative approach. Regarding the best strategies to implement BIM in SMEs, analysis and diagnosis of the current
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[Image: Figure 5: Three main functions in the BIM process.]
business model and processes of the company seems to be a mandatory step to start this transition. Furthermore, to ensure better communication and coordination between stakeholders, meetings, revisions and updates must be frequent in the committees that are involved in this process. As stated by one of the experts, a BIM model is not a gold mine! It brings benefits only if it holds accurate and relevant information which depends on the stakeholder’s responsibilities. The next step of this project will be dedicated to investigating real case studies so as to update the current results and help SMEs make this digital shift.
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Abstract. Currently, there is a lack of transparency of goods from avocado producers to the final destination: consumers. In this work, we take on the task of using Blockchain technology to strengthen trust among members of an avocado supply chain, providing more transparency across the value chain and creating value for stakeholders. We maintain transparency, integrity, and reliability of the data as a key problem, from a technological perspective. The proposed solution takes advantage of blockchain and classification of geospatial images to properly track the assets.
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1. Introduction

Avocado is one of the most important agricultural products in Mexico. Its annual production value in the country is about 30,000 million Mexican pesos (about 1,500 million US dollars), being overpassed only by corn and sugar cane production [1]. Mexico is the most important producer and exporter of avocados in the world; it produces around 2 million tons of avocado per year, of which more than half is exported, representing 45% of the value of world exports. The principal export destinations for Mexican avocados are United States, Japan and Canada. It is estimated for 2030 that national production and exports to be above 3 and 2 million tons per year, respectively [1].

Avocado’s world production has grown around 5% yearly in the last twenty years. Such a growth responds to the rise in consumption given that avocado is considered as a food with many health benefits, associated to a better diet [2]. Some preliminary studies indicate that avocado consumption contributes to a better cardiovascular health and might aid in weight control and improvement of health in third age people [3]. In order to compete and maintain their leadership as avocado exporters, Mexican producers need to adapt quickly to international consumers demands since there is a growing number of certified products, considering the way they are produced or because they take care of all aspects in the value chain. For example, producers with organic production certification might have access to international markets and receive a premium on their product’s market price [4]. However, certification cost might be so high that it creates a barrier for a lot of producers, specially the small ones [5]. On the other hand, as a growing strategy for avocado exports for 2030, SAGARPA (Mexico’s Secretariat of Agriculture and Rural Development) recommends increasing the promotion of vegetable sanitary measures, including the maintaining and rising the sanitary status of the production zones recognized by foreign governments. This strategy is important to expand exports to European Union.

Maintaining a certification of organic production, or any other that might be demanded by consumers and the sanitary status recognized by the proper entities of foreign governments requires to watch over all
processes and make sure that all norms are complied with along the avocado value chain, requiring official verification [6]. If the cost of certification and verification is sufficiently low, this might prove attractive to a lot of consumers.

In this study we propose the use of Blockchain and Off-chain technologies as a tool to verify that all processes along the avocado value chain are according to the norms and what the consumers expect, in an efficient and less costly way than traditional ways. By implementing the proposed technology, the information of each lot of product is traced from its origin to the final consumer without being manipulated [7]. Thus, one of the greatest benefits of using Blockchain technology in agribusiness is the increase of transparency in the value chain [4], [8]. For example, illegal products or those not according to consumers expectations and specifications cannot be incorporated to the value chain.

The actual food system, i.e., the way food is incorporated from the farm to the table, has become a complex network of interdependent entities [9]. In the past, there have been events related to the quality of food and agricultural products that have led to sanitary crises in some countries [10], [11]. These events have had a negative effect not only in the health of implied consumers but on the economy as well. When this has happened, the need for a quick, efficient and mistake free way of accessing traceability data of agricultural products has become imminent.

The rest of the paper is organized as follows: Section 2 explains the background, the computer technologies we are proposing to give solution to the problem; Section 3 describes in general our proposal; Section 4 and 5 details our proposal, given a detailed description about the Client-Server Model and the Blockchain and Off-chain interactions. Finally, we state our conclusions.

2. Background

2.1. Blockchain and hash function

Blockchain was first applied in 2008 for the use of Bitcoin in a white paper introduced by Satoshi Nakamoto [12]. Blockchain technology can be seen as a data structure where the information is contained as a series of linked blocks. Every block on the chain contains information about one or more transactions in the system. The following block will be linked to the previous block through a hash of that previous block. The hash will also be contained as part of the new block. As part of the block creation, process can be automatically triggered through programmable conditions.

A hash function is a one way function that can be used to map data of any size to fixed string value. Hash function is widely used in computer security as an integrity tool. It permits to verify integrity network transmission and storing integrity verification. The result of applying a hash function is also know like hashing. Let \( r_1=\text{hash}(d_1) \) and \( r_2=\text{hash}(d_2) \) be hashing operations, which \( r_1\neq d_1 \) and \( r_2\neq d_2 \); it must held that \( r_1==r_2 \) if and only if \( d_1==d_2 \); applying the same hashing algorithm the length of the result always will be the same for both \( r_1 \) and \( r_2 \).

2.2. Smart Contracts

Nick Szabo introduced the concept of Smart Contracts in 1994 in an unpublished manuscript. Szabo suggested the introduction of contract clauses as programming code, so they could be inserted as part of the software [13]. This insertion would minimize the involvement of third parties in the transaction processes and would clear the e-business protocols between complete strangers. Smart contracts can be compared to relational database triggers. When used correctly, Smart contracts can even be a major binding improvement over traditional legal contracts. Smart Contract was firstly implemented in Ethereum cryptocurrency like a scripting language, [14], but it can be applied in other contexts, for example, it will contribute to the development of the full eco-system of Internet of Things and digital data traceability [15].

2.3. Off-chain
An off-chain transaction is the movement of value outside of the blockchain\(^1\). Blockchain-based applications have been criticized for requiring high computational and storage expenses in the transactions, impacting considerably in the performance and scalability of the already established systems. Some alternatives have worked in off-chain solutions, [16], but continuing with the benefits gained by using Blockchain. In addition, many systems already established were born without the Blockchain part and their transactions are natively developed off the chain. Within the off-chain we can consider Relational and Object Oriented Databases; stored files out of the databases and out of the blockchain.

2.4. Geolocalization

Agricultural and farmland systems benefit greatly from both GPS and satellite images. GPS has been a research study as a way of controlling and monitoring processes like cattle [17], and crops [18]. Satellite also inserts additional information, that can be used for precise monitoring of climate conditions, soil states or crop health [19].

3. Technological proposal

We propose an integration of various emergent technologies to deal with the exposed challenge. A combination of Blockchain, Off-chain, Satellite images, and Geo-localization by GPS. Blockchain is a recent technology that can help to improve the traceability steps of the entire value chain. Blockchain offers these improvements by allowing a reliable and safe way to obtain information on the current status of certain supplies transparently; it also allows to know the origin of a finished product from its raw materials, transformation processes and quality tests that are carried out, with the assurance that the information cannot be altered once it has been validated. This can also be used by end consumers when performing audits or quality controls.

One important part of the Blockchain is the Smart Contracts, being an interface to store information within the Blockchain. Smart contracts are having a big boost because they can be applied to solve several problems: a) traceability; b) automatic task scheduling (e.g. messages to customers about the status of their order, request to the material purchasing area, alerts about critical processes); c) reliability of the data (the data cannot be manipulated maliciously once entered into the system); d) accessibility of real-time data; e) quality assurance and trust. Smart contracts through the Blockchain network, can make an entire value chain in the avocado agricultural production, increasing its value since they can provide more confidence to buyers and sellers about its traceability; and with the confidence that the data is recorded in an immutable distributed network like Blockchain.

One of the common questions to Blockchain technology is its energy consumption when mining data. This problem will be attacked in the proposed model by means of a combination of Off-chain storage and Blockchain verification. This combination allows having light mining of low energy consumption that does not limit taking advantage of all the safety and transparency features offered by these technologies.

In addition to the above, the use of satellite images in the agricultural industry is common in countries with a high degree of technology. It is used, among other things, for geolocated irrigation control, climate alerts and location of possible problems (whether in the chemical composition of the soil, pests, etc.). Useful information can be abstracted from images not only of the visible part of the electromagnetic spectrum but also of infrared and near-infrared images. The combination of GPS geolocation and satellite images can provide valuable information for the agricultural industry in a timely and manageable way. So, we propose to insert into the Blockchain and Off-chain system information like climatic conditions, health and soil conditions of the fields for an additional guarantee of the final quality and the presence or absence of pests, insecticides or other related data in the product. This information will be inserted for full, validated and completely transparent tracking that can be used by all actors of the value chain.

The goal will be achieved by placing an identifier in the product that could be a QR code, bar code, serial number or similar, that can be read by a human or machine to obtain the information. The information can
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\(^1\) Off-Chain term obtained via https://en.bitcoin.it/wiki/Off-Chain_Transactions
be retrieved by anyone who has physical access to the code. The amount of information will be limited accordingly to the level access of the user, with two main levels: limited or total. This will protect sensitive data, but will still be useful for consulting purposes. Fig. 1 explains this.

The model will interact with the Blockchain as follows: a) Orchard: The orchard’s location, the subtracted information from satellite imaging and some other photographs are collected. b) Packing company: The avocados are packed in boxes and a physical label with a printed QR code will be printed and glued on the box. This will allow the traceability of the avocados as a group. c) Distribution: Will collect information from the transportation vehicle GPS to have real-time information on the complete route. It will also ensure that the product arrives at destiny at an optimal time. d) Retail point: The QR code is attached to each avocado individually -or in a package- and will be available to final customers with specific information useful to the users. The retailer will also have assurances about quality, origin, organic features, etc. e) Final client: Will have the option to interact with a webpage with some useful and interesting information about the product: origin, orchard conditions, distribution channels, on-side photos, etc. Everything validated through the Off-Chain model.

4. Client-server model

This section describes mainly three parts: a) how the communication between the different participants is privately carried out; b) how the authentication is implemented; and b) who are the participants in the model, and what type of data they are going to exchange with the server.

4.1. Privacy communication

It is widely known that messages transmitted on the Internet are sensitive to be seen by sniffers, who could be able to manipulate them in order to take advantage of the situation. The common application layer protocol (based on The Internet Protocol) used in this context is HTTP (Hypertext Transfer Protocol) that permits the communication on the web. To avoid this problem, the protocol to be used is HTTPS, meaning HTTP Secure, this protocol is built using the Transport Layer Security (TLS) protocol and its predecessor, Secure Socket Layer (SSL). Both are cryptographic protocols that work over the transport layer of the Internet Protocol (TCP/IP model). This protocol allows a Client to communicate securely with a Server using a Browser. TLS protocol is the standard in e-commerce, although it does not provides authentication to the client, so an additional step is required.
4.2. Authentication

It is important not only to encrypt the sensitive information using TLS protocol but also to implement more security mechanisms (including authentication procedures) to avoid possible attacks. The authentication process trusts the users’ username (email) and password for each profile of the user. This information will be stored in a database (off-chain) and the hashing of the concatenation of the username and password will be stored within the Blockchain. While in the Off-chain is stored $u$ and $Hash(p)$, in the Blockchain is stored $Hash(u, Hash(p))$. The goal is to store periodic information within the off-chain and auditable information within the Blockchain.

4.3. Participants in the model

Our solution includes an application able to generate and read a QR code. The application must be able to connect with a Server, stated as the Server Business Logic, in order to execute different operations. In particular, the application is denoted as the client $C$. From the application different profile users may be connected, independently of that, the general communication view will be between the Server Business Logic and the Client. The QR code is generated from the Server Business Logic, but to put it in a visible place is part of the Client activity (e.g. print the QR and stick it). The QR code information is only an individual identifier and must be uninterpreted by anyone reading it. The Server Business Logic is the general controller of our model. It is dedicated to interacting with the Client, attending requests, emitting answers and sending the different views to the users. In addition, the Server Business Logic sends data information to the Off-chain and Blockchain, according to the instructions sent by the Users through the Client.

5. Off-chain and Blockchain

Considering that off-chain and the blockchain will be physically distributed in different parts we will explain how they interact. Figure 2 illustrates the logic of storing information and validation procedure of our model. Let $D$ be a set of data to be stored within a relational database system, stated as off-chain in the figure; let $d_1$, $d_2$, and $d_n$ be each individual data obtained from the supply chain of the avocado; $T$ be a timestamp, containing current date information (dd/mm/yy hh:mm:ss:ms); and $Id$ be an identifier of the transaction. As can be seen in Figure 2, the information will be stored within the Off-chain system, while only the result of the hash function is stored within the Blockchain. On the other hand, in order to validate the information (maybe for audit issues), we can see another procedure. It consists of getting the Information $I$ from the Off-chain and getting the hashed information previously stored within the Blockchain, $getBC(i)$; both when comparing $Hash(I)$ with $getBC(i)$ should be equals. If it is held, transaction data must be shown to the user, otherwise, an error must be shown. With the previous proposal we avoid high computational and storage resources within the Blockchain. Thus, a light transaction within the Blockchain is required and only when auditing procedures are required will be used the Blockchain using reading operations. This solution is consistent with many already established systems, which were born without the Blockchain technology but audit procedures are highly necessary to increase their values.
6. Conclusions

We have proposed a distributed model that keeps a record of every pertinent transaction used on an avocado supply chain. The model implements blockchain technology for auditing aspects. Our proposal may contribute to improve the value chain in the avocado farming sector. Our model is focused on improving the avocado farming sector in Mexico. But it can also be applied to other countries around the world who are looking to have a comprehensive automated model with various technological aspects including security, traceability and monitoring throughout the whole supply chain. The model involves the creation of a computationally light part included in the Blockchain, and enforced with an Off-chain side to store the bulkier part of the data.

We have included the description of every party involved in the supply chain and how they interact between them. The interaction is described in terms of messages. The security aspects over the message exchanges uses the TLS protocol. The potential benefit of greater traceability, efficiency and avocado marketing security justifies further research and development towards engineering an integrated Blockchain and geolocation enterprise solution. In addition, our ongoing work is also about verifying our model with a multi-agent system able to simulate different transactions and creating different scenarios of attacks. Our next steps will be application of active tokens in traceability scenarios and the use of digital contracts to manage physical objects.
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Abstract. Motived by the experience with a large online marketplace, we study a middle-mile network design problem in e-commerce. One novel feature in our problem is that while we decide the network configuration, the network flow and shortfall are controlled by the fulfillment policy employed by a different decision entity and are unknown. We develop a predictive model for the unknown response using observed shipment data. In particular, we apply the idea of decomposition in developing the predictive model. The predictive model is then embedded in the network design. To solve this problem, we characterize it as a c-supermodular minimization problem and propose two linear time approximation algorithms. In a numerical study, we demonstrate that these two algorithms are scalable and effective.
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1. Introduction

With the rapid growth of online retailing, e-commerce marketplaces has observed increasing pressure on its partner couriers for delivering the packages. For example, Amazon was forced to cancel and refund for customer orders after 2013 Christmas because UPS failed to deliver many of its packages on time [18]. Taking lessons from such incidents, some e-commerce marketplaces started to build their own transportation network to provide a faster and more reliable delivery service. Even such improvement leads to greater customer loyalty, it is costly to directly control the transportation network.

![Outbound Transportation Network for E-commerce Marketplace](image)

**Figure 1:** Outbound Transportation Network for E-commerce Marketplace

Our work focuses on optimizing the middle-mile of a transportation network to save cost. Middle-mile refers the first leg of the process in figure 1. It is the process where packages are shipped from regional warehouses to smaller delivery station in urban area. This process is less known than the last-mile (the second leg in figure 1) process because it is invisible to the customers, but its importance cannot be ignored. According to [21], the middle mile process could be the most expensive part of the whole supply chain and the market of middle-mile could reach $1 trillion.

There is a unique challenge of unknown flow response in this network design problem for e-commerce marketplace: the middle-mile manager cannot anticipate the volume of package flow in the network when deciding the network configuration. Before going through the details of this challenge, we first explain two
important decisions in the middle-mile network: network configuration and fulfillment decision. Network configuration decides lane connections between regional warehouses and delivery stations in a bipartite graph. Fulfillment decision decides how individual customer order is fulfilled: from which warehouse, using which transportation mode, at what time, etc. It directly decides the number of packages shipped in each lane.

The reason behind unknown flow response is that the fulfillment policy needs to make decision for every incoming customer order and every product type, while network configuration decision is made infrequently and only the total number of packages are important. Naturally these two decisions are decided separately and it is difficult for middle-mile manager to integrate fulfillment decision because the scale of SKUs in the network can be several millions. As a result, the fulfillment policy is treated as a black box in the middle-mile manager’s view. In practice, middle-mile manager follows ad-hoc rules to adjust the network configuration and uses simulation to evaluate the changes. However, this method often leads to truck underutilization and simulation takes several days. It remains an open question that how the network configuration could be better designed.

Omnichannel retailers can have similar problem: they also make fulfillment decisions in a high frequency to guarantee satisfactory delivery service and have much larger product-mix compared to brick-and-mortar store, e.g., a typical Walmart supercenter offers 150,000 SKUs, while Walmart.com offers 9 million SKUs in 2016 [22].

Our main contributions are (1) We formulate a new type of network design problem which features unknown flow response. We adopt a data-driven approach where observational data is used to predict the effects of adding/dropping a lane in the network. (2) We develop three linear-time approximation algorithms: random greedy on primal (RGP) algorithm, random greedy on dual (RGD) algorithm and a hybrid (H) algorithm combining the previous 2 algorithms. The numerical studies show that the actual performance of all three algorithms are both efficient and effective. (3) We provide an upper bound on the gap between the expected network profit achieved by the best network configuration and the one achieved by our approach. This bound offers a theoretical performance guarantee of our approach. (4) In the construction of the predictive model, we find it is sufficient to use information only about packages and lane connectivity instead of information about every single product type and the configuration of the entire network. For approximation algorithms, it is also shown that they performs much better than their theoretical performance guarantee.

2 Literature Review

There are 4 streams of related literature.

E-commerce Fulfillment: Our work concerns e-commerce fulfillment process. Most existing works on fulfillment process assume the fulfillment process is done through third party courier’s service. (e.g. [23] [1], [16], [12], [17], [16], [2]). Our work departs from these studies by focusing on the design of the internal middle-mile transportation network. This problem is new and faced by companies like Amazon, JD.com, etc.

Capacitated Multicommodity Network Design (CMND) Problem: The classic CMND problem arises from the network design problem for traditional retailing and it is shown to be NP-hard. Scholars usually study tabu-search metaheuristic (e.g. [11], [14], [15], [8]). However, these studies consider at most several hundreds of products for brick-and-mortar store, which is not appliance to today’s e-commerce marketplaces selling millions of products. Moreover, in our problem, flow response is unknown rather than being endogenously decided, which adds another layer of complexity.

Combining Predictive Model with Optimization: Our work contributes to the literature on two-stage optimization where the second stage is constructing a predictive model using observational data. (e.g. [13], [9], [10], [4], [3] and [19]). In our work, we use random forest to build a predictive model which can predict flow on every lane, then solve the network design problem with these predictions.

Submodular Maximization: We show our problem is a c-submodular maximization problem (c-submodular is first introduced by [3]), which generalizes submodular maximization. The algorithm in [3] is not applicable to ours because our problem does not have a monotone objective function. We focus on fast approximation algorithms, which are partially inspired by [5], [6], [7] and [20].
3 Model Formulation

The middle-mile network configuration decisions for e-commerce marketplace are decided in cycles. Each cycle consists of multiple weeks. Within each cycle, the network configuration is decided at the beginning and will remain the same during the rest of the time. This is consistent with the time required by the e-commerce platform to assign a new truck working in the network and the network is only revised at the beginning of each cycle. In this paper, we aim to optimize the network configuration for the next cycle given the historical data from previous cycles.

Let \( I, J \) denote the set of origins and destinations, indexed by \( i, j \) with cardinality \( I, J \) respectively. We develop a network configuration \( \gamma \) by selecting lanes from the ground set \( G = \{ (i, j) : i \in I, j \in J \} \), which corresponds to all potential lanes in the network and let \( |G| = IJ = G \). Including a lane \((i, j)\) in the network configuration \( \gamma \) incurs a fixed line-haul cost \( \kappa_{ij} \). One key feature of our model is that we do not differentiate different packages. There is a unit revenue \( \theta_{ij} \) of shipping a package from origin \( i \) to destination \( j \), bounded above by \( \tilde{\theta} \). The proposed network configuration \( \gamma \) contains at most \( K \) lanes due to budget constraint. Network flow \( x(\gamma) = \{x_{ij}(\gamma), \forall i, j \} \) is defined as the expected number of packages (including every product type) shipped on each lane \((i, j)\) in network configuration \( \gamma \) during one entire cycle. Here, the flow is seen as a response to a network configuration and it is unknown to the e-commerce marketplace. The objective of e-commerce marketplace is to maximize the expected network profit \( R(\gamma) = -\sum_{(i,j) \in \gamma} \kappa_{ij} + \sum_{(i,j) \in G} \theta_{ij}x_{ij}(\gamma) \), which is the difference between fixed lane cost and revenue earned from network flow.

Our problem is

\[
\max_{\gamma \in G} R(\gamma) = -\sum_{(i,j) \in \gamma} \kappa_{ij} + \sum_{(i,j) \in G} \theta_{ij}x_{ij}(\gamma) \quad \text{s.t.} \quad |\gamma| \leq K
\]

We next consider using flow prediction to replace the unknown flow response. The details of how the predictive model is built will be introduced in section 5.

Denote the flow prediction on lane \((i, j)\) in network configuration \( \gamma \) for the next cycle as \( \hat{x}_{ij}(m_{i}(\gamma), n_{j}(\gamma)) \). Then we maximize the network profit based on predicted flow \( \hat{R}(\gamma) \).

\[
\max_{\gamma \in G} \hat{R}(\gamma) = -\sum_{(i,j) \in \gamma} \kappa_{ij} + \sum_{(i,j) \in \gamma} \theta_{ij}\hat{x}_{ij}(m_{i}(\gamma), n_{j}(\gamma)) \quad \text{s.t.} \quad |\gamma| \leq K
\]

Problem (2) is very difficult as no useful structural properties of the prediction function is known. For example, the objective function in problem (2) is not monotone and submodular.

4 Solution Approach

4.1 c-submodularity

We show problem (2) can be treated as a c-submodular maximization problem subject to a cardinality constraint: \( \max_{S \subseteq G} f(S) \) s.t. \( |S| \leq K \), where function \( f \) is c-submodular. That is for every \( X, Y \) with \( X \subseteq Y \), and every element \( \phi \not\in Y \), we have \( f(Y + \phi) - f(Y) \leq f(X + \phi) - f(X) + c \) where \( X + \phi \equiv X \cup \{\phi\} \), and \( X \subseteq Y \cup \{\phi\} \) for any element \( \phi \) and set \( X \). \( f(\cdot) \) is submodular when \( c = 0 \).

Specifically, we have theorem 1 to show how to characterize our objective function as c-submodular.

Theorem 1. The objective function of (2) is c-submodular with

\[
c = \tilde{\theta} \left( \delta_{12} \hat{x} + (I - 1) \left( (\delta_{21} \hat{x})^\dagger + (\delta_{32} \hat{x})^\dagger \right) + (J - 1) \left( (\delta_{13} \hat{x})^\dagger + (\delta_{31} \hat{x})^\dagger \right) \right)
\]

Following the definition of

\[
\Delta_2 \hat{x}_{ij}(m,n) = \hat{x}_{ij}(m+1,n) - \hat{x}_{ij}(m,n), \quad \Delta_3 \hat{x}_{ij}(m,n) = \hat{x}_{ij}(m,n+1) - \hat{x}_{ij}(m,n)
\]

\[
\Delta_{12} \hat{x}_{ij}(m,n) = \hat{x}_{ij}(m-1,n) - \hat{x}_{ij}(m,n), \quad \Delta_{31} \hat{x}_{ij}(m,n) = \hat{x}_{ij}(m,n-1) - \hat{x}_{ij}(m,n)
\]
\[ \delta_{i,j} = \max_{i,j} \{ \Delta_{i,j}(m,n) : 1 \leq m < J, 1 \leq n \leq I \} \]
\[ \delta_{i,j} = \max_{i,j} \{ \Delta_{i,j}(m,n) : 1 \leq m < J, 1 \leq n < I \} \]
\[ \delta_{i,j} = \max_{i,j} \{ \Delta_{i,j}(m,n) : 1 < m \leq J, 1 \leq n \leq I \} \]
\[ \delta_{i,j} = \max_{i,j} \{ \Delta_{i,j}(m,n) : 1 < m \leq J, 1 < n < I \} \]
\[ \delta_{i,j} = \max_{i,j} \{ \hat{x}_{i,j}(m+k_1, n+k_2) - \hat{x}_{i,j}(m,n) : 1 \leq m \leq J - k_1, 1 \leq n \leq I - k_2 \} \]

Next, we present three algorithms to solve the c-submodular maximization problem.

### 4.2 Random Greedy on Primal (RGP) Algorithm
RGP considers an variant of the random greedy algorithm proposed by [20]. It is named as primal method because the working set can be considered as primal feasible in each iteration.

**Algorithm 1: Random Greedy on Primal Algorithm**

\[
S_0 \leftarrow \emptyset \\
\text{for } i = 1 \text{ to } K \text{ do} \\
\quad M_i \leftarrow \text{a random subset obtained by sampling } s \text{ random elements from } \mathcal{G} \\
\quad \phi_i \leftarrow \max_{\phi \in M_i} \{ f(S_{i-1} + \phi) - f(S_{i-1}) \} \\
\quad S_i \leftarrow S_{i-1} + \phi_i \\
\text{end} \\
\text{Return } S_K
\]

### 4.3 Random Greedy on Dual (RGD) Algorithm
RGD is called “dual” algorithm because it first selects a set which may not satisfy the primal cardinality constraint, and then keeps removing elements in a greedy fashion until it is feasible.

**Algorithm 2: Random Greedy on Dual Algorithm**

**Step 1: Double Greedy**
Adapted from [6]
output is \( S \)

**Step 2: Revise Candidate Set**
if \( |S| \leq K \) then
\( \quad \text{Return } S \)
else
\( \quad \text{while } |S| > K \) do
\( \quad \quad \phi' \leftarrow \max_{\phi \in S} \{ f(S - \phi) - f(S) \} \\
\( \quad \quad S \leftarrow S - \phi' \)
\( \quad \text{end} \\
\( \quad \text{Return } S \)
\( \text{end} \\

### 4.4 Hybrid (H) Algorithm
H is a combination of RGP and RGD.

**Algorithm 3: Hybrid Algorithm**

**Step 1: Double Greedy**
Same as step 1 in RGD

**Step 2: Revise Candidate Set**
\( \phi_i' \leftarrow i \text{th element of } S \)
for \( i = 1 \text{ to } K \) do
\( \quad \text{if } f(S) - f(S - \phi_i') < 0 \text{ then} \\
\( \quad \quad S \leftarrow S - \phi_i' \\
\( \quad \text{end} \\
**Step 3: Random Greedy on Primal**
Use RGP algorithm by considering \( S \) as new ground set
Table 1: Approximation Guarantee and Complexity of Approximation Algorithms

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Approximation Guarantee</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>DG</td>
<td>$\frac{1}{4} f(S^c) - \frac{3}{2} Kc$</td>
<td>$O(KG) = O(\lambda J^2)$</td>
</tr>
<tr>
<td>RG</td>
<td>$\frac{1}{2} f(S^c) - 2Kc$</td>
<td>$O(KG) = O(\lambda J^2)$</td>
</tr>
<tr>
<td>RGP</td>
<td>$\frac{1}{3} f(S^c) - 2Kc$</td>
<td>$O(G) = O(JI)$</td>
</tr>
<tr>
<td>RGD</td>
<td>$\frac{K}{Gc} f(S^c) - 3Kc + 2K^2 \frac{c}{Gc}$</td>
<td>$O(G) = O(JI)$</td>
</tr>
<tr>
<td>H</td>
<td>$\frac{1}{2} \left( 1 - \frac{1}{e} - e \right) f(S^c) + \left( 1 - \frac{1}{e} - e \right) Gc - 2c \left( \frac{K}{G} - \left( \frac{K}{T} + e \right) \left( \frac{K}{T} - 1 \right) \right)$</td>
<td>$O((1 + \log \frac{1}{e}) G) = (1 + \log \frac{1}{e}) IJ$</td>
</tr>
</tbody>
</table>

Table 1 summarizes the performance of these approximation algorithms. Random Greedy (RG) algorithm is developed by [5] and deterministic greedy (DG) algorithm is a classic algorithm. We include RG and DG for comparison. The complexity refers to the number of function evaluations, where an evaluation is the process to use predictive model to predict network profit for a given network configuration. For e-commerce marketplace, $J$ grows much faster than $I$ and we assume on average one destination connects to $\lambda$ origins, then $K \approx \lambda J$. As a result, our proposed RGP, RGD and H algorithms are much more efficient in theory.

5 Predicting the Flow Response

In section, we discuss how to construct the predictive model $x(t)$ for problem (2). First, we describe the historical data we use. We observe a collection of data $\mathcal{S}_N = \{(x^1, y^1, a^1), ..., (x^N, y^N, a^N)\}$ from $N$ different cycles following an unknown joint distribution of random variables $(\mathcal{X}, \mathcal{Y}, \mathcal{A})$.

$x = \{x_{ij}, \forall i, j\}$ is data on flow distribution. It includes total flow on each individual lane over a cycle.

$\mathcal{Y} \subseteq \{(i, j) : i \in I, j \in J\}$ is the network configuration, which includes lanes added in the network.

$\mathcal{A} = \{s_{ip}, d_{ip}, \eta_{ij}, \forall i \in I, j \in J, p \in P\}$ is auxiliary data to describe the property of the network, where the set of product is denoted by $P$, indexed by $p$ with cardinality $P$ and

(i) $s_{ip} \in \mathbb{Z}_+$ is the amount of total inventories of each product $p$ at every origin $i$.

(ii) $d_{ip} \in \mathbb{Z}_+$, where $\sum_j d_{ij} = 1$, is the demanded probability distribution of each product $p$ at every destination $j$.

(iii) $\eta_{ij} \in \{0, 1\}$. 1 indicates whether the origin $i$ is the closest to the selected destination the $j$.

Due to limited access to real data, we use artificial data generated via simulation to illustrate our approach. To generate input data, we first design a simple fulfillment policy, called closest first policy. This policy works as follows in the simulation: in each period, there is one random product demand arriving at a random destination in each period. This policy first checks whether the closest origin has inventory to cover the demand. If not, then it randomly selects another origin with active lane connecting this origin and destination pair. Trucks shipped from these origins departures early for the longer travel distance. As a result, 40% of the packages will be split to third-party courier. If no such origin has inventory, then this demand is shipped by inventory from a backup origin using third-party courier’s service.

We have tested 5 different common machine learning methods: ridge regression, LASSO, support vector regression (SVR), decision tree regression and random forest regression using 5-fold nested cross-validation and we choose random forest regression for its highest accuracy for our problem.

Figure 2: Illustration of Flow Prediction
Figure 2 is an example of predicting flow on a selected lane. We fix all features except degree of connectivity (in-degree/out-degree is the number of lanes connected to destination/origin). In general, the flow decreases when in-degree and out-degree increases and there is 0 flow when either in-degree or out-degree is 0. The predicted flow lacks property such as strictly decreasing or convex, which is consistent with actual flow.

6 Performance Evaluation

6.1 Estimation of Error Bound

We first analytically study the performance of our data-driven approach. We use $S^{**}$ to denote the optimal network configuration for problem (1) and $S^{*}$ to denote the optimal network of problem (2). We choose random greedy on primal algorithm for illustration and denote its output as $S'$. Our target is to find the gap between $R(S^{**})$ and $R(S')$.

We make three important assumptions.

Assumption 1. (i) The confounding error is bounded by $\omega_1$. (ii) The error caused by missing strong features is bounded by $\omega_2$. (iii) The error caused by missing strong features is bounded by $\omega_3$.

Theorem 2.

$$R(S^{**}) - R(S') \leq \frac{3}{4}R(S^{**}) + \frac{5}{4}\theta K(\omega_1 + \omega_2 + \omega_3) + 2Kc$$

Theorem 2 evaluates the theatrical error bound of our approach. To summarize, the error bound consists of three terms. The first term $\frac{3}{4}R(S^{**})$ is the loss caused by approximation algorithm; the second term $\frac{5}{4}\theta K(\omega_1 + \omega_2 + \omega_3)$ is the loss caused by confounding error in observational data, estimation error in random forest and our omission of using the entire network as feature; the third term $2Kc$ is the loss caused by the flow prediction not being submodular.

6.2 Numerical Study

We conduct a numerical study to compare different approximation algorithms and demonstrate our proposed algorithms are scalable.

For this purpose, we consider a network with 4 origins and 30 product types. There are 4 different scenarios for the number of destinations: 10, 20, 40 and 80. We consider the closest first Policy introduced in section 5 is the current policy for the e-commerce marketplace. Each cycle has 2500 periods. For each scenario, we consider 48 cases of the set of parameters to ensure our result is robust. There are three cases for the maximum number of lanes: 15, 20, 25; For fixed cost and unit revenue, we have two cases: (a) high fixed cost: half of the lanes connected to each origin has fixed cost 50 and unit profit 2, and the other half has fixed cost 50 and unit profit 5; (b) low fixed cost: half has fixed cost 20 and unit profit 2, and the other half has fixed cost 20 and unit profit 5; The lane capacity has two cases 100, 150; There are two cases for inventory: (a) balanced inventory: every origin has 20 units inventory for each product; (b) imbalanced inventory: every origin has 10 units inventory for half of the products and 30 units of inventory for the other half; The demand distribution also has two cases: (a) balanced demand: there is equal chance for every product in every destination to be demanded in every period (b) imbalanced demand: the demand can arrive in every destination with equal probability. For each destination the products are divided into two half and products within each half has equal probability to be demanded. The probability of the first half being demanded is two times the chances for the other half. For the second till the last scenario, system parameters including number of periods, inventory at origins and maximum number of lanes is increasing in the same rate as the number of destinations. This is to reflect the fact that the network is more loaded than before.

We test different approximation algorithms, RG, DG, RGP, RGD and H, indexed in sequence by k. The performance of an approximation algorithm is evaluated by two metrics: relative gap in predicted profit and relative gap in actual profit. Before explaining these two metrics, we need to define the actual profit for a given network configuration. Actual profit $R^*_k$ is the network profit computed by actual flow generated via simulation. Relative gap in predicted profit and in actual flow are then defined as

$$Gap_p = \frac{\hat{R}_k - \hat{R}_1}{\hat{R}_1}, \forall k = 2, 3, 4, 5, \text{ Gap}_a = \frac{R^*_k - R^*_1}{R^*_1}, \forall k = 2, 3, 4, 5. \quad (4)$$
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Table 2: Relative Performance and Scalability of Selected Approximation Algorithms

<table>
<thead>
<tr>
<th>J</th>
<th>$\text{Gap}_p$</th>
<th>$\text{Gap}_p$</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DG</td>
<td>RGP</td>
<td>RGD</td>
</tr>
<tr>
<td>10</td>
<td>19.25</td>
<td>12.80</td>
<td>16.76</td>
</tr>
<tr>
<td>20</td>
<td>18.73</td>
<td>11.74</td>
<td>17.84</td>
</tr>
<tr>
<td>40</td>
<td>15.73</td>
<td>9.96</td>
<td>15.50</td>
</tr>
<tr>
<td>80</td>
<td>10.95</td>
<td>5.74</td>
<td>13.20</td>
</tr>
</tbody>
</table>

Table 2 shows the average gap and time for each algorithm in each scenario. The performances in predicted profit and actual profit are consistent. This implies using predictive model is a good approach in achieving good performance in reality. As for the comparison in relative gap, it is a bit surprising that DG has very good performance. This may be due to the fact that the objective grows almost monotonicity when the set is near the cardinality constraint, and greedy algorithm is known for its superior performance for monotone function. Our proposed RGP, RGD and H have much better performance than RG. As for time, proposed RGP and H are the fastest. DG and RG takes the longest time and will not be practical for large-scale network. These results are consistent with the complexity of the algorithms.

Based on both the theoretical and numerical result, we can give a general guidance on selection of approximation algorithm: (i) if the cardinality constraint has high chance not to be binding, use RGD and H; (ii) if the objective function is nearly monotone, use DG; (iii) if the computation time is the most important, use RGP or H; (iv) if $K$ is close to $G$, use RGD.

7 Conclusion

To stay competitive and sustain the growth, e-commerce marketplace and omnichannel retailers constantly seek solution to optimize their network with large-scale of SKUs. Motivated by our experience with a large e-retailer, we have developed a novel approach to solve such network optimization problem: First, we use machine learning methods to build a predictive model from observational data. Our predictive model is non-parametric, and thus makes the network design problem a nonlinear integer programming problem, which is difficult to solve; We then characterize our problem as a c-submodular maximization problem subject to a cardinality constraint. Three linear-time approximation algorithms are developed to solve the c-submodular maximization problem. We provide the theoretical performance bound and also use extensive numerical tests to compare proposed approximation algorithms. In the end, we want to highlight the importance of fast approximation algorithm as the real transportation network can be in large-scale, and the manager need to carefully select an algorithm best fit to his own network.
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Abstract: The company under study is a natural gas distributor in Brazil and has problems in their Customer Service System. This paper aim is to identify the reasons why the company is not being able to achieve their goals of 92% to customer service success rate, as well as to suggest enhancements to their process. The analyzes of the process identified problems of the delays in maintenance solicitations and the solution was the process automation with VBA (Visual Basic for Application) to mitigate the delays. It is estimated that the VBA automation could mitigate almost 77% of the demand problems.

Keywords: Maintenance and service, VBA (Visual Basic for Application), delays, automation.

1. Introduction

The natural gas distribution company, object of this study, presents difficulties in its process of meeting maintenance demands because of the numerous delays that exceed company estimates. This article aims to mitigate the problem through optimized management data processing and maintenance demands in order to eliminate the delays and remedy the issue of customer service. It was decided to use the quality and process tools to identify key bottlenecks in the process and their causes and, through an action plan, mitigate such bottlenecks. The proposal seeks to organize maintenance process data and information via automation in VBA (Visual Basic for Applications). The quality tools are useful techniques for diagnosing a sector's commitment to organize, analyze, increase, income, propose solutions and prevent future waste. Therefore, they are used as a management system in the implementation of improvements in services and processes [1]. Using quality tools makes it possible to improve, solve and avoid problems. However, the tools worked should be known and accepted by all employees with the intention of be successful [2]. The current process of the maintenance area of the natural gas distributor receives demands for various types of work, each of which has a standard deadline for pre-stipulated care by the maintenance sector.
2. Status of the Art

2.1. The Maintenance and Services Management Process

In the interest of maintain, repair or even replace a component in a building it should be done through a process and decisions taken by the maintenance management team, taking in on consideration that this decision may affect a building function which means affect the indirect cost of a project through its operational phase, however the maintenance management process can be divided into two parts: Maintenance strategy and Implementation of Strategy [5].

According [5], to define a maintenance strategy is necessary to first identify the objectives to be achieved, which can be obtained directly from the business plan. Consequently, the first actions of maintenance management determine the success and effectiveness with which maintenance is being deployed in the organization, such as plans, schedules, controls and improvements.

Through effectiveness one can assess how the goals and needs of the organization are being addressed in terms of the quality of service provided by customer's opinion and perspective. After the specification of a maintenance strategy, it is implemented it. The management of the maintenance implementation process requires efficient skills in favor of minimize the waste, expenses and necessary efforts, which impacts in direct factors of maintenance.

Thus, an efficient maintenance process is one in which it is better working at the lowest cost. However, according to [6], customer service when worked effectively is a very important variable and provides significant impact on demand creation and customer loyalty. To [7], the customer service has function to provide “utility of time and place” in the transfer of goods and services between the buyer and the seller, it means that the product or service have no value until they are in the customers’ hands, featuring a proactive integration. Although there is an empirical understanding of the practice of the services its conceptualization remains a challenge. The classical view considers that the services rely on four specific characteristics - intangibility, heterogeneity, inseparability and perishability (IHIP) - but [8], based on service marketing paradigm argue that service is a resource sharing between actors or a social network, since there is no transfer of ownership from the provider to the customer.

2.2. VBA Automation

The evolution of technology has enabled the emergence of various procedures that facilitate the way of working in specific areas. Among these procedures, there is automation: a technique widely used in industries over time [9]. This technique consists of refining the machines in order to considerably reduce the workload of the workers, conserving the productivity and the quality of the processes. Automation can be total or partial, it will depend on the steps taken during the execution of the project or process. According [9], in most cases, automation is associated with robotization, but it goes beyond simple mechanization. It needs numerical and electronic tools such as computers, information receivers; power drives and amplifiers; the microprocessors. It also uses industrial computer programs equally indispensable for their improvement.

Visual Basic Application (VBA) was not a language that was created in parallel with early versions of Windows. At that time Microsoft provided only macro commands that were essential to solve some basic problems.

According [10], the VBA language is the improvement of macro recording, allowing to go beyond what the tool itself could follow, interacting with Power Point, Internet Explorer, in short, the whole Office package created by Microsoft and if constitutes in an object oriented language. Today, VBA has become one of the leading programming languages in the main offices of companies due to its great ease of training and addressing the most varied problems in large companies.

3. Methodology

The paper is based on an exploratory research on the literature about Maintenance and Services Management Process and VBA automation and their correlation. As for nature, it is an applied research quantitative which uses practical approach as research-action.
According to [11], action research is defined as the type of study that uses consolidated research techniques to inform the action that is intended to be taken to improve practice. In other words, it requires action in the research and practical areas, changing the way a given situation is lived and perceived.

On the other hand [12] highlights that action research is a type of empirical investigation, which essentially consists of relating research and action in a process in which actors and researchers are involved, cooperatively participating in the elucidation of reality in which they are inserted. Therefore, proposing ideas and making decisions is an action that allows the researcher to have direct contact with the object of study. This study proposes a solution to a problem in the managing of the current process flow and in the database (big data) of the maintenance of the company.

Databases were downloaded with demands that were within the established deadline and others that were outside the stipulated deadline; the bottlenecks were found of the information flow within the maintenance sector. Among the main problems, it was pointed out that in the short term and the best solution would be the automation of the analyst's tasks.

Thus, it was proposed to create an algorithm added to the company's website with capacity to the navigate it and apply the necessary filters to extract the desired database, update the spreadsheet emitting beeps in case of service deadlines are close to expiring. This process will be repeated every 3 minutes to standardize the data extraction time.

4. Problem Identification

4.1 Natural Gas

In recent years there has been a growing concern about global warming and sustainability. Due to this concern, the role of Natural Gas has been strengthened as a global energy source, being considered the cleanest of fossil fuels, it can be used in homes, offices, businesses, industries and even in automobiles and, consequently, to replace fuels such as cylinder gas, gasoline, diesel and ethanol and still produce electricity [3].

Natural gas is distributed through pipelines, which are managed by natural gas distribution companies. In São Paulo - Brazil, there are 3 concessionaires: Comgás, Brasiliano Gas and Naturgy. These companies, due to their state concession, are audited by the São Paulo State Sanitation and Energy Regulatory Agency (ARSESP), which is responsible for regulating, controlling and supervising them through price control, quality indicators, safety and positioning, obligations to ensure that customers can receive the best service and enjoy the benefits of piped natural gas [4].

The natural gas distribution company that will be addressed in this study presents difficulties in the process of meeting maintenance demands, as it has several delays in meeting maintenance that exceed the estimates projected by the company.

4.2 Current Process Flow

The figure 1 is a macro-flow elaborated for the sake of understand the actions of each agent.

![Figure 1: Current Process Flowchart. Source: Authors](image-url)
From the macro process described above, it is possible to list in detail each step of incident handling:

- The customer, identifying the need to support the services offered by the company, creates a ticket with the central, through the website Ticket Rapido or telephone;
- Upon receiving the ticket from the customer, the center registers the ticket on a company intranet site, sorting according to its importance and starting the countdown of the service time.
- Maintenance analysts access the site, download ticket information and create their database; prioritizing requests with shorter deadlines for service.
- From the analysis of the database, analysts report the calls to the technical team, according to the deadline for the call;
- When service is initiated, the technical team notifies the analysts, who updates the call status on the website to know that the process is in progress;
- At the end of the service, the technical team notifies analysts who in turn finalize the call with the central.

The faults identified in the flow of the process:

- High number of calls answered late;
- Possibility of human error when parameterizing filters in report extraction;
- Possibility of human error in performing report analysis;
- Lack of standardization of the information update period;
- Bottleneck in the process of extracting and analyzing information, and the need to use part of an employee's workload;
- Late receipt of demand by maintenance technicians;
- Customer dissatisfaction due to non-compliance with the agreed deadline.

### 4.3 Current Service Performance

To better highlight the impacts generated by the failures found in the process, we extracted the report of meeting demands from November 2017 to August 2018, where it is possible to observe the volume of demands met out of time and on time, table 1:

<table>
<thead>
<tr>
<th>Open Date</th>
<th>Out of time</th>
<th>Out of time %</th>
<th>On time</th>
<th>On time %</th>
<th>Goal</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOV</td>
<td>122</td>
<td>27%</td>
<td>334</td>
<td>73%</td>
<td>90%</td>
<td>456</td>
</tr>
<tr>
<td>DEC</td>
<td>130</td>
<td>30%</td>
<td>297</td>
<td>70%</td>
<td>90%</td>
<td>427</td>
</tr>
<tr>
<td>JAN</td>
<td>124</td>
<td>23%</td>
<td>418</td>
<td>77%</td>
<td>92%</td>
<td>542</td>
</tr>
<tr>
<td>FEB</td>
<td>216</td>
<td>20%</td>
<td>846</td>
<td>80%</td>
<td>92%</td>
<td>1.062</td>
</tr>
<tr>
<td>MAR</td>
<td>248</td>
<td>19%</td>
<td>1.024</td>
<td>81%</td>
<td>92%</td>
<td>1.272</td>
</tr>
<tr>
<td>APR</td>
<td>79</td>
<td>21%</td>
<td>291</td>
<td>79%</td>
<td>92%</td>
<td>370</td>
</tr>
<tr>
<td>MAY</td>
<td>72</td>
<td>19%</td>
<td>316</td>
<td>81%</td>
<td>92%</td>
<td>388</td>
</tr>
<tr>
<td>JUN</td>
<td>142</td>
<td>22%</td>
<td>504</td>
<td>78%</td>
<td>92%</td>
<td>646</td>
</tr>
<tr>
<td>JUL</td>
<td>144</td>
<td>21%</td>
<td>528</td>
<td>79%</td>
<td>92%</td>
<td>672</td>
</tr>
<tr>
<td>AUG</td>
<td>63</td>
<td>24%</td>
<td>195</td>
<td>76%</td>
<td>92%</td>
<td>258</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>1.340</strong></td>
<td><strong>22%</strong></td>
<td><strong>4.753</strong></td>
<td><strong>78%</strong></td>
<td><strong>92%</strong></td>
<td><strong>6.093</strong></td>
</tr>
</tbody>
</table>

According to the incidents historical, the responsible area did not reach the goal set by the company in any month. The goal set by the Operational Excellence area was 90% of requests fulfilled on time in 2017 and 92% for 2018. In the opinion of your employees, all delayed incidents with a service time of less than 48h have already arrived at the technical team at the deadline due to the bottleneck in the process of extraction, categorization and distribution of demands. The table below was elaborated, filtering all incidents attended with delay and grouped according to the solution deadline in order to measure such impacts.
Table 2 – Volume of calls answered after the deadline categorized according to the deadline.

<table>
<thead>
<tr>
<th>Open Date</th>
<th>0,5 h</th>
<th>0,83 h</th>
<th>1 h</th>
<th>5 h</th>
<th>24 h</th>
<th>45 h</th>
<th>48 h</th>
<th>270 h</th>
<th>360 h</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOV</td>
<td>3</td>
<td>31</td>
<td>31</td>
<td>11</td>
<td>28</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td>122</td>
</tr>
<tr>
<td>DEC</td>
<td>2</td>
<td>1</td>
<td>39</td>
<td>31</td>
<td>15</td>
<td>25</td>
<td>17</td>
<td>14</td>
<td>216</td>
<td></td>
</tr>
<tr>
<td>JAN</td>
<td>3</td>
<td>53</td>
<td>35</td>
<td>3</td>
<td>16</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td>124</td>
</tr>
<tr>
<td>FEB</td>
<td></td>
<td>70</td>
<td>2</td>
<td>56</td>
<td>18</td>
<td>30</td>
<td>40</td>
<td></td>
<td></td>
<td>216</td>
</tr>
<tr>
<td>MAR</td>
<td>2</td>
<td>4</td>
<td>96</td>
<td>2</td>
<td>98</td>
<td>16</td>
<td>4</td>
<td>24</td>
<td>248</td>
<td></td>
</tr>
<tr>
<td>APR</td>
<td>1</td>
<td>4</td>
<td>34</td>
<td>1</td>
<td>23</td>
<td>10</td>
<td>3</td>
<td>3</td>
<td>79</td>
<td></td>
</tr>
<tr>
<td>MAY</td>
<td>1</td>
<td>4</td>
<td>32</td>
<td>1</td>
<td>16</td>
<td>6</td>
<td>1</td>
<td>10</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>JUN</td>
<td>3</td>
<td>15</td>
<td>1</td>
<td>27</td>
<td>8</td>
<td>2</td>
<td>7</td>
<td></td>
<td>63</td>
<td></td>
</tr>
<tr>
<td>JUL</td>
<td>3</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>7</td>
<td>30</td>
<td>4</td>
<td>371</td>
<td>7</td>
<td>318</td>
<td>88</td>
<td>109</td>
<td>133</td>
<td>1067</td>
</tr>
</tbody>
</table>

| Accumulated Representativity (%) | 1% | 4% | 4% | 39% | 40% | 69% | 78% | 88% | 100% |

To better highlight the information, the demands with a term of service up to 48 h were grouped, table 3.

Table 3 - Deadline incident analysis.

<table>
<thead>
<tr>
<th>Open Date</th>
<th>Total out of date</th>
<th>Delay until 48 h</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOV</td>
<td>122</td>
<td>76</td>
<td>62%</td>
</tr>
<tr>
<td>DEC</td>
<td>130</td>
<td>88</td>
<td>68%</td>
</tr>
<tr>
<td>JAN</td>
<td>124</td>
<td>94</td>
<td>76%</td>
</tr>
<tr>
<td>FEB</td>
<td>216</td>
<td>146</td>
<td>68%</td>
</tr>
<tr>
<td>MAR</td>
<td>248</td>
<td>220</td>
<td>89%</td>
</tr>
<tr>
<td>APR</td>
<td>79</td>
<td>73</td>
<td>92%</td>
</tr>
<tr>
<td>MAY</td>
<td>72</td>
<td>61</td>
<td>85%</td>
</tr>
<tr>
<td>JUN</td>
<td>63</td>
<td>54</td>
<td>86%</td>
</tr>
<tr>
<td>JUL</td>
<td>13</td>
<td>13</td>
<td>100%</td>
</tr>
<tr>
<td>Total</td>
<td>1067</td>
<td>825</td>
<td>77%</td>
</tr>
</tbody>
</table>

It can be seen from the table 3 that the biggest offender is the incidents with a deadline of up to 48 hours.

5. Proposed Solution

It was identified by using the Ishikawa Method, that one of the main causes of the undesirable effect was the slow extraction and prioritization of demands made by the analyst area. Through analysis and in-depth study of the process, it was possible to identify that the excess of activities performed by it and the method used are not efficient.

Consequently, the Brainstorming method was used to bring together the team that experiences the process closely in the company, conducive to explore the team's ideas and identify if any of them would be viable to solve the delays that are occurring with the calls. The entire flow was detailed, and sticky notes was distributed so that everyone described what could be improved in the process to mitigate delays. At the end we presented all the proposals to those present and qualified which were viable and pasting on a blackboard. Among the main ideas it was pointed out that in the short term the best solution would be the
automation of the analyst's tasks. The 5W1H tool, table 4, was used to map the process and identify possible improvements.

**Table 4 - 5W1H Application**

<table>
<thead>
<tr>
<th>WHAT</th>
<th>Standardization, Resetting Responsibilities Roles, Standardization of Procedures, Process Information Level Elevation, Speed and Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>WHY</td>
<td>High number of backlogs, Customer Dissatisfaction, Employee Need to Update Information, Delay to report technician calls</td>
</tr>
<tr>
<td>WHERE</td>
<td>Maintenance Sector</td>
</tr>
<tr>
<td>WHEN</td>
<td>February / 19</td>
</tr>
<tr>
<td>WHO</td>
<td>Process Automation Consulting</td>
</tr>
<tr>
<td>HOW</td>
<td>Data extraction process automation and demand prioritization</td>
</tr>
</tbody>
</table>

It is understood as necessary to automate the process of data downloading and incident prioritization, eliminating any errors caused by human action, in furtherance of optimize the time spent and provide the whole cycle of real-time information updating, as illustrated in figure 2. In this new process, the analyst will have the function of following this information in real time in the alert panel of near maturity demands.

![Figure 2: Proposed Process Flowchart. Source: Authors](image)

The failure analysis performed, identified that in step 3 there is a bottleneck in the process, because it is directly linked to the analyst's action. To mitigate such impacts, it is proposed to automate this step by implementing an algorithm in VBA. This schedule will be shown in blocks to elucidate this project, figure 3.
6. Results

Implementing the proposed automation mitigated the bottleneck process and ensured the speed in receiving the demands. Soon the problem described by the company of receiving claims close to maturity or overdue for a period of up to 48h can be solved.

The table 5 shows the results of a simulation after step 3 automation for demands until 48 hours.

Table 5 - Simulation of meeting demands

<table>
<thead>
<tr>
<th>Open Date</th>
<th>Total out of time</th>
<th>On time</th>
<th>Total</th>
<th>On time (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOV</td>
<td>46</td>
<td>410</td>
<td>456</td>
<td>90%</td>
</tr>
<tr>
<td>DEC</td>
<td>42</td>
<td>385</td>
<td>427</td>
<td>90%</td>
</tr>
<tr>
<td>JAN</td>
<td>30</td>
<td>512</td>
<td>542</td>
<td>94%</td>
</tr>
<tr>
<td>FEB</td>
<td>70</td>
<td>992</td>
<td>1.062</td>
<td>93%</td>
</tr>
<tr>
<td>MAR</td>
<td>28</td>
<td>1.244</td>
<td>1.272</td>
<td>98%</td>
</tr>
<tr>
<td>APR</td>
<td>6</td>
<td>364</td>
<td>370</td>
<td>98%</td>
</tr>
<tr>
<td>MAY</td>
<td>11</td>
<td>377</td>
<td>388</td>
<td>97%</td>
</tr>
<tr>
<td>JUN</td>
<td>9</td>
<td>249</td>
<td>258</td>
<td>97%</td>
</tr>
<tr>
<td>JUL</td>
<td>-</td>
<td>67</td>
<td>67</td>
<td>100%</td>
</tr>
<tr>
<td>Total</td>
<td>242</td>
<td>4600</td>
<td>4.842</td>
<td>95%</td>
</tr>
</tbody>
</table>

By analyzing the table 5, considering a deadline of up to 48 hours, it was observed that it is possible to achieve the goal required by the company, as illustrated in the figure 4. Therefore, automation becomes effective to meet the company’s main quality objective. It can be highlighted that the proposed changes will reduce the time spent by the analyst and generate indicators with updates every 3 minutes.
7. Conclusion

The present paper presented a feasibility project for the implementation of process automation with the purpose of gain speed, mitigate the problems and increase the quality of the company’s maintenance services to clients. In addition, quality tools such as Ishikawa Method, Brainstorming, Flowchart, Histogram as well as 5W1H were used to assist in finding the solution as well as its development. The definitions of the adopted models were based on projects already executed and accepted by the company; such models provided greater efficiency in the development of the work in relation to the time dedicated and effectiveness of automation VBA. The simulation performed, considering the VBA automation, designed to optimize the process step performed by the analyst, would ensure all demands with a deadline of up to 48h, were met within this period. Thus, it is estimated that it is possible catch up the company's target of 92% of the demands met on time. For future studies, it is intended to work with analysis of demands over 48 hours and migration to python applications to keep up with the growth of the database.
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Abstract. For a centralized retail chain where everything is controlled centrally for all the outlets, to monitor the performances of all outlets and identify the problems in product level, is difficult than in a decentralized retail chain. A centralized retail chain having twenty-two outlets and eight thousand six hundred and ninety-three unique products, has been considered for this study. In this paper, we used K-mean clustering as a machine learning tool to cluster the outlets from where we measured each cluster’s performance. To further analyze at product level, we used analytical hierarchy process (AHP), as multi criteria decision-making technique, for cluster wise inventory classification. Revenue per square foot and average basket value for each cluster, is the basic performance indicator. From basic performance indicator, decision makers can get an idea about which cluster needs immediate attention. This will lead them to investigate that cluster’s class wise inventory situation for performance improvement.

Keywords: Cluster, Performance, Machine learning, Multi criteria decision making.

1. Introduction

To improve overall sales of a retail company, it is required to monitor the sales of all the retail outlets under it. Outlet’s performance can be measured using different measurements techniques and considering different factors. In some existing works, delivery cost, order fulfillment time, and customer satisfaction have been considered as performance indicators [1][2]. For this study, we considered return per square feet and average basket value, as performance measure. Dividing total sales or revenue by number of customers purchased, we got average basket value. This performance measurements can be done for every single outlet of a retail company. It can give an idea about how each outlet is performing individually. But to have an idea on overall business for a centralized retail chain, it is necessary to classify the outlets based on some attributes. From that classification or segmentation, it will be easy to know which group of outlets are performing well and which group needs attention. For classification of retail outlets, several methods have been discussed in literatures [3]. Some classify based on types of items sold (food retailers, drink retailers, clothing household, other non-food retailers) and some classify based on shopping trip purpose (convenience and comparison outlets). Classification based on the size of retail outlets has also been studied by researchers (convenience outlets under 200m square, Small supermarket-250 to 1000 m square, large supermarket having area of 1000m square to 2500m square, and, hypermarket which is over 2500 m square). According to the ownership, retail outlets can also be classified as independent and multiple retailers. For independent retail outlet, one or few outlets have same ownership. On the other hand, for multiple retail outlets, ownership is for several outlets. Segmentation of retail outlets which are under one central control, has not been studied enough as far our
knowledge. For taking strategic decision and overall idea about the performance of the retail outlets, it is necessary to segment or classify the outlets. This paper is inspired by this necessity. Cluster analysis by using machine learning tools is an easy and effective way to segment items based on some attributes [4]. By using clustering, similar type of outlets are grouped together. This similarity is based on selected attributes. Clustering outlets based on the attributes: revenue, number of customers, square footage area, will help to segment outlets in a way that it will be easy for decision maker to identify the performance of the outlets as a group. Here number of customers who purchase is considered as number of customers. For example, if one cluster’s return on per square foot is high, the number of average customer basket value is low and the number of customers are low than the other clusters; than the decision makers can check the stock levels of different classes of SKUs at that cluster and decide whether more space is required to have more inventory to attract customers or not. To know which SKUs are important, many classification methods have been developed. Yi-yong et al. [5] used lost profit to classify the inventory, where Hasan et al. [6] used multiple criteria decision-making (MCDM) tool, AHP for inventory classification. In traditional ABC analysis, inventories are classified based on a single criteria-annual revenue. Many modifications of traditional ABC analysis have been developed by the researchers [7-9]. In this study, we used MCDM tool. MCDM can help to achieve the optimal option by evaluating decision makers preferences toward different criteria. In traditional ABC analysis, inventories are classified based on a single criteria-annual revenue. But many other attributes are closely related while deciding the class of inventories. Many researchers select different criteria for the classification [10-11]. Some of the criteria are number of customers purchasing, current stock, and, unit price. We have used here number of customers purchasing a product and current stock of product, along with sales or revenue volume of product, as criteria for products classification. Number of customers purchasing a product is related to the stock of that product. And revenue or sales earned from a product is also dependent on number of customers purchasing it and the products stock level. For these reasons, we choose these three attributes for MCDM analysis. Multiple criteria-based decision making, are not only used for inventory classification, it is also used for supplier selection [12] and for many other sectors [13]. AHP is one technique of MCDM. AHP is a flexible and robust technique of MCDM. Organizations or individuals can place their weights or importance on different attributes which will help to make final decision [14]. Using AHP as a MCDM tools has been studied by the researchers for inventory classification [15-16]. Its large use has inspired us to use it for inventory classification for different clusters’ outlets.

In the next sections, we have described about the methodology of this integrated approach, case study, result and discussion, and conclusion.

1.1. Methodology

The purpose of the study is to identify the opportunities for improving outlets’ performance; return on per square foot and average basket value of customers. To achieve this purpose, it is required to follow an integrated methodology. This methodology has two main steps. First one is clustering outlets and second one is classifying SKUs of each cluster. Machine learning tools has been used for clustering outlets and multi criteria decision making tool for classifying SKUs. Total process flow has been demonstrated in Figure 1. Revenue, number of customers, and area (square feet) have been considered as attributes for machine learning tool, K-mean cluster analysis.

![Figure 1: Process flow of proposed methodology](image-url)
After the completion of clustering, performances of each cluster have been measured. By comparing the cluster performances, decision makers can see which cluster have high performance and which have low. To increase performance of each cluster, it is required to investigate in product level. As it is not possible to check all products one by one, ABC classification needs to be performed. Product classification will help to identify important products. But in our study, we didn’t use traditional ABC analysis which depends annual revenue only. We used MCDM tool, AHP for ABC classification. Revenue, number of customer and stock for all the SKUs are used as decision criteria. Different weightage has been given to different criteria based on decision makers judgements. Based on those weightages, ABC analysis has been conducted for classifying SKUs. This classification will help to check how many of each class items have low stocks but have high demand. It will also provide an insight of how many of each class have overstock with low or no demand. This will give an idea to the decision makers to take necessary steps like purchasing inventory for low stock high demand or giving promotion on overstock low demand items, to improve the performances of the outlet clusters. For example, if one cluster has high return on square foot and high basket value and high customer foot fall, maintaining enough stocks for fast moving SKUs at that cluster will keep the performance high.

1.2. Case Study

A Bangladeshi retail company has been considered for this case study. That company has twenty-two retail outlets at different locations and deals with eight hundred and ninety-three unique SKUs. As different outlets are at different location, demand of different types of products, buying capacity of customers, population of those areas, may vary. If any company has many outlets, monitoring outlets revenue, customer footfall, stock levels of different SKUs, are sometimes difficult. If we can cluster the outlets based on some attributes and evaluate their performance, it will be better to take a decision about how to improve the performances of the outlets on that cluster. In Table 1, number of SKUs, areas of outlets, number of customer purchasing, sales value, sales amount and stock amount have been listed.

<table>
<thead>
<tr>
<th>Outlets</th>
<th>Stock amount</th>
<th>Sales amount</th>
<th>Footfall</th>
<th>Sales Value (TK)</th>
<th>Area (Square Feet)</th>
<th>Number of SKUs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>55,590</td>
<td>206,842</td>
<td>153,518</td>
<td>15,181,359</td>
<td>7,712</td>
<td>5221</td>
</tr>
<tr>
<td>2</td>
<td>57,057</td>
<td>225,705</td>
<td>175,784</td>
<td>14,601,097</td>
<td>8,129</td>
<td>4290</td>
</tr>
<tr>
<td>3</td>
<td>46,889</td>
<td>153,020</td>
<td>115,634</td>
<td>10,949,352</td>
<td>6,502</td>
<td>4612</td>
</tr>
<tr>
<td>4</td>
<td>42,124</td>
<td>160,020</td>
<td>133,776</td>
<td>10,894,928</td>
<td>5,711</td>
<td>3232</td>
</tr>
<tr>
<td>5</td>
<td>51,411</td>
<td>167,714</td>
<td>125,362</td>
<td>13,264,184</td>
<td>6,330</td>
<td>4461</td>
</tr>
<tr>
<td>6</td>
<td>52,439</td>
<td>441,047</td>
<td>342,886</td>
<td>30,992,779</td>
<td>8,724</td>
<td>5668</td>
</tr>
<tr>
<td>7</td>
<td>158,225</td>
<td>420,410</td>
<td>316,905</td>
<td>28,979,465</td>
<td>8,257</td>
<td>6268</td>
</tr>
<tr>
<td>8</td>
<td>45,649</td>
<td>61,784</td>
<td>52,484</td>
<td>4,611,505</td>
<td>8,083</td>
<td>2758</td>
</tr>
<tr>
<td>9</td>
<td>29,501</td>
<td>143,326</td>
<td>113,439</td>
<td>7,990,533</td>
<td>8,009</td>
<td>2961</td>
</tr>
<tr>
<td>10</td>
<td>50,832</td>
<td>154,713</td>
<td>123,703</td>
<td>8,848,066</td>
<td>8,183</td>
<td>3876</td>
</tr>
<tr>
<td>11</td>
<td>39,677</td>
<td>237,735</td>
<td>176,657</td>
<td>15,698,880</td>
<td>8,276</td>
<td>4023</td>
</tr>
<tr>
<td>12</td>
<td>35,536</td>
<td>210,344</td>
<td>172,010</td>
<td>12,814,055</td>
<td>8,668</td>
<td>4053</td>
</tr>
<tr>
<td>13</td>
<td>31,840</td>
<td>98,498</td>
<td>80,982</td>
<td>6,448,477</td>
<td>5,524</td>
<td>2890</td>
</tr>
<tr>
<td>14</td>
<td>45,314</td>
<td>227,572</td>
<td>191,929</td>
<td>14,793,999</td>
<td>8,062</td>
<td>3423</td>
</tr>
<tr>
<td>15</td>
<td>47,969</td>
<td>315,588</td>
<td>246,633</td>
<td>20,305,305</td>
<td>6,205</td>
<td>4743</td>
</tr>
<tr>
<td>16</td>
<td>83,787</td>
<td>321,651</td>
<td>266,172</td>
<td>23,580,655</td>
<td>9,400</td>
<td>6280</td>
</tr>
<tr>
<td>17</td>
<td>61,849</td>
<td>212,853</td>
<td>159,641</td>
<td>13,437,650</td>
<td>9,435</td>
<td>4300</td>
</tr>
<tr>
<td>18</td>
<td>32,157</td>
<td>221,550</td>
<td>195,041</td>
<td>14,924,703</td>
<td>9,554</td>
<td>3261</td>
</tr>
<tr>
<td>19</td>
<td>68,950</td>
<td>270,988</td>
<td>208,665</td>
<td>17,906,263</td>
<td>9,133</td>
<td>4535</td>
</tr>
<tr>
<td>20</td>
<td>48,119</td>
<td>267,173</td>
<td>189,348</td>
<td>17,718,061</td>
<td>9,591</td>
<td>4446</td>
</tr>
<tr>
<td>21</td>
<td>111,947</td>
<td>242,072</td>
<td>204,422</td>
<td>15,970,992</td>
<td>8,877</td>
<td>5958</td>
</tr>
<tr>
<td>22</td>
<td>26,324</td>
<td>156,316</td>
<td>114,152</td>
<td>9,571,825</td>
<td>5,925</td>
<td>3162</td>
</tr>
</tbody>
</table>

From Table 1, it can be seen that areas of the outlets vary between 9,591 square feet and 5,524 square feet, number of customers varies between 342,886 and 52484, and revenue varies between TK 30,992,779 and TK 4,611,505. The number of SKUs sold in these outlets also varies in a wide range from 6280 and
2758. There were 94421 data points. Cluster analysis using K mean clustering and ABC classification using MCDM, have been performed on this data set.

1.3. Results and Discussion

After doing cluster analysis using K mean clustering, outlets have been segmented in to three groups. Table 2 shows the outlets which are at cluster 1, cluster 2 and cluster 3.

Table 2: Outlets in different clusters.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Outlets in cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6,7</td>
</tr>
<tr>
<td>2</td>
<td>3,4,5,8,9,10,13,22</td>
</tr>
<tr>
<td>3</td>
<td>1,2,11,12,14,15,16,17,18,19,20,21</td>
</tr>
</tbody>
</table>

Nine percent outlets are in cluster 1, thirty six percent outlets in cluster 2 and 55 percent in cluster 3. As the outlets have been clustered depending on their revenue, number of customers, and area of the outlets, we can compare now the cluster wise performances. Average basket value of customers and revenue per square foot have been considered as performance measure. In Table 3, we can see that total number of customers for cluster 1 and 2 are less than cluster 3.

Table 3: Cluster wise average basket value and revenue per square feet

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Number of Outlets</th>
<th>Total Footfall</th>
<th>Average of area (Square Feet)</th>
<th>Total Area (Square Feet)</th>
<th>Total Sales Value (TK)</th>
<th>Average basket value</th>
<th>Revenue per square foot (Total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>659791</td>
<td>8491</td>
<td>16981</td>
<td>59972244</td>
<td>91</td>
<td>3532</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>859532</td>
<td>6783</td>
<td>54267</td>
<td>72578870</td>
<td>84</td>
<td>1337</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>2339820</td>
<td>8588</td>
<td>103060</td>
<td>196933018</td>
<td>84</td>
<td>1911</td>
</tr>
<tr>
<td>Grand Total</td>
<td>22</td>
<td>3859143</td>
<td>7923</td>
<td>174308</td>
<td>329484133</td>
<td></td>
<td>1890</td>
</tr>
</tbody>
</table>

Between cluster 1 and cluster 2, cluster 2 outlets’ total number of customers and revenue are not significantly higher than cluster 1 although the number of outlets is four times higher than cluster 1. Average area of cluster 1 is higher than cluster 2. When comparing average basket value and revenue per square feet, it is clear that cluster 1 with the lowest number of outlets is the high performing cluster. So, decision makers should give enough importance to have stocks of the highly demanded SKUs at the outlets of cluster 1. In addition to that, as the average basket value of customers are higher in cluster 1 than the other 2 clusters, there is an opportunity to sell more SKUs. This is because of high buying capacity of the customers of cluster 1. On the other hand, for revenue per square feet, cluster 1 has the highest performance. It can indicate that the outlet space is well utilized for cluster 1 than the other two clusters. For cluster 2 and cluster 3, average basket value is same but revenue return per square feet is higher for cluster 3 than cluster 2. Here, decision makers also need to check the inventory levels for highly demanded products and also check whether any slow-moving products are overstocked in the outlets of these two clusters. By identifying low stock high moving products, decision makers can take steps to have enough stock and for slow moving overstocked products, they can give promotions.

Products have been classified for all three outlet clusters based on AHP. Revenue, number of customers and stock amount, these attributes have been compared using a decision matrix (Table 4). Importance weight of these attributes have been provided by the decision makers. By using geometric mean, the weight for the attributes have been calculated. Consistency ratio for the decision matrix has been calculated as 2.13% which is less than the threshold value of 10%. It proves the importance the decision makers gave, was valid.
Table 4: Decision matrix for AHP

<table>
<thead>
<tr>
<th></th>
<th>Sales Value</th>
<th>Stock</th>
<th>footfall</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales Value</td>
<td>1</td>
<td>7</td>
<td>5</td>
<td>0.7379705</td>
</tr>
<tr>
<td>Stock</td>
<td>0.1428571</td>
<td>1</td>
<td>0.5</td>
<td>0.0944354</td>
</tr>
<tr>
<td>footfall</td>
<td>0.2</td>
<td>2</td>
<td>1</td>
<td>0.1675941</td>
</tr>
</tbody>
</table>

For all the SKUs of a cluster, total weight of each SKU has been calculated by adding the attribute weight*attribute value for all the attributes. SKUs are then sorted in a descending order based on the weight points. After that top 20% was classified as A class, 50% as class B and 30% as C class.

Table 5: ABC classification of Cluster 1 outlets’ SKUs

<table>
<thead>
<tr>
<th>Class</th>
<th>Number of SKUs</th>
<th>Number of SKUs without Stock</th>
<th>Total Footfall</th>
<th>Total Sales Value</th>
<th>Percent of total SKUs not having stock</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2387</td>
<td>350</td>
<td>572518</td>
<td>50578253</td>
<td>15%</td>
</tr>
<tr>
<td>B</td>
<td>5968</td>
<td>2467</td>
<td>75671</td>
<td>8291509</td>
<td>41%</td>
</tr>
<tr>
<td>C</td>
<td>3581</td>
<td>2825</td>
<td>11602</td>
<td>1102482</td>
<td>79%</td>
</tr>
<tr>
<td>Grand Total</td>
<td>11936</td>
<td>5642</td>
<td>659791</td>
<td>59972244</td>
<td>47%</td>
</tr>
</tbody>
</table>

From Table 5, we can see that for class A SKUs, 350 SKUs don’t have stocks. To investigate deeply, from Table 6, we can see that for SKUs not having stock for class A has minimum sales history of TK 1860 and maximum sales as TK88,182. Average number of customers purchased these 350 SKUs is 69. These values are greater than class B and class C stock out SKUs. As cluster 1 is the highest performing outlet cluster, to increase its performance, decision makers can think of maintaining at least those 350 SKUs inventory.

Table 6: Statistics of stocked out SKUs of different category for cluster 1

<table>
<thead>
<tr>
<th>Class</th>
<th>Min of Sales Value</th>
<th>Max of Sales Value</th>
<th>Average of Sales Value</th>
<th>Sum of Sales Value</th>
<th>Average number of customers</th>
<th>Sum of Footfall</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1,860</td>
<td>88,182</td>
<td>7,849</td>
<td>2,747,206</td>
<td>69</td>
<td>24,075</td>
</tr>
<tr>
<td>B</td>
<td>220</td>
<td>4,140</td>
<td>1,524</td>
<td>3,759,590</td>
<td>12</td>
<td>30,611</td>
</tr>
<tr>
<td>C</td>
<td>10</td>
<td>750</td>
<td>308</td>
<td>869,029</td>
<td>3</td>
<td>9,216</td>
</tr>
<tr>
<td>Grand Total</td>
<td>10</td>
<td>88,182</td>
<td>1,307</td>
<td>7,375,824</td>
<td>11</td>
<td>63,902</td>
</tr>
</tbody>
</table>

For cluster 2, total number of SKUs is 27,952 among which 13,134 SKUs do not have stocks. Based on average basket value and return on per square foot area, cluster 2 has lower performance than cluster 1. From table 7, we can see that for class B, from 13976 skus, 2598 SKUs have over stock. In this study, if a SKU has stock level fore than 2 months demand, it is considered as an overstock item. On the other hand, for class A, it has 1193 overstocked SKUs. As, Class A contributes more to the total sales, decision makers can think of keeping those overstocked SKUs. Otherwise based on supplier agreement, they can keep their SKUs at suppliers’ warehouse. But for class B and C, items with overstock can be set for promotion.
Table 7: ABC classification of Cluster 2 outlets’ SKUs

<table>
<thead>
<tr>
<th>Class</th>
<th>Number of SKUs</th>
<th>Number of SKUs without Stock</th>
<th>Number of SKUs with Over Stock</th>
<th>Total Number of Customers</th>
<th>Total Sales Value</th>
<th>Percent of total SKUs not having stock</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>5,590</td>
<td>568</td>
<td>1193</td>
<td>716,543</td>
<td>58,208,216</td>
<td>10%</td>
</tr>
<tr>
<td>B</td>
<td>13,976</td>
<td>5,319</td>
<td>2598</td>
<td>120,965</td>
<td>12,574,686</td>
<td>38%</td>
</tr>
<tr>
<td>C</td>
<td>8,386</td>
<td>7,247</td>
<td>380</td>
<td>22,024</td>
<td>1,795,969</td>
<td>86%</td>
</tr>
<tr>
<td>Total</td>
<td>27,952</td>
<td>13,134</td>
<td>4171</td>
<td>859,532</td>
<td>725,788,71</td>
<td>47%</td>
</tr>
</tbody>
</table>

On the other hand, for the SKUs that do not have stock, for class A items, decision makers can think of getting stocks for those 568 products and observe the cluster performance. From Table 8, we can see that the minimum and maximum value for class C stockout SKUs are very low than class A. While considering overstock SKUs of class C, it is better to flush out those SKUs by promotion or return to vendor if vendor agrees.

Table 8: Statistics of stocked out SKUs of different category for cluster 2

<table>
<thead>
<tr>
<th>Row Labels</th>
<th>Min of Sales Value</th>
<th>Max of Sales Value</th>
<th>Average of Sales Value</th>
<th>Sum of Sales Value</th>
<th>Average of Footfall</th>
<th>Sum of Footfall</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>530</td>
<td>52,325</td>
<td>5,817</td>
<td>3,303,891</td>
<td>49</td>
<td>28,077</td>
</tr>
<tr>
<td>B</td>
<td>56</td>
<td>3,320</td>
<td>1,110</td>
<td>5,904,917</td>
<td>10</td>
<td>51,058</td>
</tr>
<tr>
<td>C</td>
<td>4</td>
<td>580</td>
<td>219</td>
<td>1,586,648</td>
<td>3</td>
<td>19,732</td>
</tr>
</tbody>
</table>

Cluster 3 nearly has the same performance (Table 3) like Cluster 2. Number of SKUs with over stock is very small (Table 9), 19. However average sale value for Class A stock out items are higher than class B and class C (Table 10). Total number of SKUs without stock is the highest among all the clusters. In class A, 1397 SKUs do not have stock. Decision makers can think of getting stocks of these class A stock out items for increasing the performance of cluster 3. For class B, they also think of including high selling SKUs step by step to avoid overstock. It also required to observe the performance of cluster 2.

Table 9: ABC classification of Cluster3 outlets’ SKUs

<table>
<thead>
<tr>
<th>Row Labels</th>
<th>Number of SKUs</th>
<th>Number of SKUs without Stock</th>
<th>Number of SKUs with overstock</th>
<th>Total Footfall</th>
<th>Total Sales Value</th>
<th>Percent of total SKUs not having stock</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>10,906</td>
<td>1,397</td>
<td>9</td>
<td>1,999,726</td>
<td>162,818,006</td>
<td>13%</td>
</tr>
<tr>
<td>B</td>
<td>27,267</td>
<td>11,055</td>
<td>11</td>
<td>288,314</td>
<td>29,897,198</td>
<td>41%</td>
</tr>
<tr>
<td>C</td>
<td>16,360</td>
<td>13,692</td>
<td>0</td>
<td>51,780</td>
<td>4,217,814</td>
<td>84%</td>
</tr>
<tr>
<td>Grand Total</td>
<td>54,533</td>
<td>26,144</td>
<td>19</td>
<td>2,339,820</td>
<td>196,933,018</td>
<td>48%</td>
</tr>
</tbody>
</table>

Table 10: Statistics of stocked out SKUs of different category for cluster 3

<table>
<thead>
<tr>
<th>Row Labels</th>
<th>Min of Sales Value</th>
<th>Max of Sales Value</th>
<th>Average of Sales Value</th>
<th>Sum of Sales Value</th>
<th>Average number of customer</th>
<th>Sum of Footfall</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1,548</td>
<td>2,441,184</td>
<td>8,835</td>
<td>12,342,391</td>
<td>106</td>
<td>148,216</td>
</tr>
<tr>
<td>B</td>
<td>100</td>
<td>3,520</td>
<td>1,279</td>
<td>14,143,649</td>
<td>11</td>
<td>121,557</td>
</tr>
<tr>
<td>C</td>
<td>2</td>
<td>650</td>
<td>262</td>
<td>3,589,153</td>
<td>3</td>
<td>44,278</td>
</tr>
<tr>
<td>Grand Total</td>
<td>2</td>
<td>2,441,184</td>
<td>1,150</td>
<td>30,075,193</td>
<td>12</td>
<td>314,051</td>
</tr>
</tbody>
</table>
All the results from clustering and classification, decision makers can get an idea about in which sectors like inventory purchasing, marketing promotion, they need to focus to achieve the desired performance.

2. Conclusion

For a centralized retail chain where all the decisions regarding product purchasing and distributing to all the outlets are monitored and controlled from a single point, it is sometimes difficult to check the performances of all the outlets. This performance measure may be different depending on the organization or company’s criteria. Profit, cost, customer satisfaction, are some of the performance measures those are practiced in current industries. Here we used average basket value and return on per square foot area of outlet. These two are related to profit and cost. By using cluster analysis to segment the outlets based on their revenue, number of customers, and area, we had three groups of outlets. From our analysis, cluster 1 performed the best in both respect, revenue on per square feet and average basket value. Without only using ABC analysis based on revenue, AHP has been used where the decision criteria were number of customers, revenue and stock. SKUs were classified in a cluster. More research in cluster, sometimes when the performance of all the outlets is very bad, it is required to do the analysis for all the outlets. This process of segmenting or clustering will make it easy for the decision makers to take decision not only based on the revenue but also number of customers and stock. This process of segmenting or clustering outlets will make it easy for the decision makers to identify the problems and think of the appropriate solution. This study has some limitations. More attributes like number of days a product was delivered to outlet, number of days after last delivery, can be used for SKU classifications. Though the outlet cluster give an idea about overall performance of the outlets of that cluster, sometimes when the performance is very bad, it is required to do the analysis for all the outlets separately in a cluster. More research in outlet segmentation and SKU classification can help to provide the ways of identifying problems of poor performances of the outlets.
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Abstract. The use of drones for the delivery of time-sensitive supplies is an open area of research. Drones arrive quickly by taking more direct paths and avoiding ground-based obstructions. However, drones are not completely reliable and may also experience failures and delays. For consumer products, delivery delays are an inconvenience, but for some medical supplies, delays may be fatal. This research focuses on the drone reliability of one special type of supply and event: automatic defibrillators for out-of-hospital cardiac arrests (OHCA). Tradeoffs among drone reliability, fleet size, population size, and meteorological conditions (wind and temperature) are modeled utilizing stochastic approach.
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1. Introduction and Motivation

Drone deliveries are being tested across the globe to meet not only parcel delivery demands but also to open new service models and opportunities where traditional ground delivery methods are relatively slow and unreliable. The delivery of medical supplies is an area that has sparked high interest because such supplies are often subject to strict temporal constraints. For example, drones have already been employed for the delivery of medical supplies in Rwanda, a country that experiences heavy rains that often lead to road impassibility [1]. Hospital supply chains in Rwanda now utilize drones for the delivery of blood from central storage facilities [2][3]. While blood deliveries are time sensitive, some medical supplies are subject to even more stringent time considerations.

Cardiac defibrillation [4] needs to be administered minutes after diagnosis to avoid patient death, but a majority (63%) of cardiac arrest cases occur outside of hospitals where defibrillators are not readily available. The survival rate for out-of-hospital cardiac arrest (OHCA) in 2016 was 12%; almost half that of the in-hospital rate (25%) [5]. Currently, automatic external defibrillators (AED) are 1.1 kg (2.4 lb), take just 1.77 L (108 in³) of space, and come with instructions to guide non-medical persons through the machine’s use [6]. This makes AEDs an ideal candidate for drone delivery. However, the seriousness of cardiac arrest puts tight constraints on adequate arrival times. Even in hospitals, defibrillation survival rates after 3 minutes are reduced from 39% to 22% and each additional minute reduces the chance of survival by approximately 4% [7]. Currently, the average ground-based (ambulance) emergency response time in the United States is much longer than three minutes with a mean of 7.0, 7.7, and 14.5 minutes for urban, suburban, and rural areas, respectively [8]. As drones are not subject to the typical ground road infrastructure restrictions, they may have a higher probability of timely response.

Pilots for medical supply deliveries using drones have begun in the United States [9] and recent research into drone deliveries of AEDs has attempted to quantify delivery times, estimate mortality rates, and optimize delivery networks through theoretical models [10][11][12]. These studies have provided useful tools for AED delivery, but have ignored key factors, such as weather. Such exclusions and the lack real-world data means the viability of drone deliveries for time-sensitive supplies remains an open question.
This research focuses on drone deliveries of AEDs for OHCA and fills a gap in recent research by using real-world data to model and assess the impact of weather on drone delivery reliability and to quantify the impact of fleet size and population on failure rates. Determining the number of drones required to service an area is a difficult challenge as the rate of cardiac events for an area is dependent on population size and time of day [4]. Section 2. models demand as a function of fleet size, population, and failure rate for two types of operations: battery recharging and battery swapping. Section 3. models the impact of wind and temperature on range and drone delivery failure. Section 4. discusses the results and Section 5. concludes this research with key takeaways and recommendations for future studies.

2. Modeling Demand, Fleet Size and Failure Rate

The American Heart Association (AHA) provides means and confidence intervals for the number of OHCA events in a year as a rate per 100,000 people [5]. Modeling the number occurrences in a given time interval is a common application of the Poisson distribution [13]. As such, random OHCA events may be simulated using a Poisson distribution with rate parameter, \( \lambda_n \), defined by AHA data.

OHCA events are time-dependent with high day-of-week and time-of-day variability. Incidence rate ratios (IRR) with 95% confidence intervals are used for simulation, where the highest increases are seen on Mondays \([1.18, 1.38]\) and during the 8 to 9 morning hour \([1.96, 2.59]\) [14]. Combined, Monday mornings have an average rate increase of 2.91 over the yearly average OHCA rate. Normal distributions are assumed for each IRR, based on the Central Limit Theorem of probability [13], and the time between consecutive OHCA events may be simulated utilizing a Poisson process of rate \( \lambda_n \). Figure 1 shows the asymmetry of the distribution around the mean time between events as a function of population size.

![Figure 1: Time between consecutive OHCA events versus population. US average rate (left) and Monday 8 to 9 am (right)](image)

Table 1: MD4-3000 Drone characteristics

<table>
<thead>
<tr>
<th>Specification</th>
<th>MD4-3000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Take off / Gross weight ( m )</td>
<td>11.1 kg (24.5 lb)</td>
</tr>
<tr>
<td>Tare / Curb Weight ( m_t )</td>
<td>10.0 kg (22.1 lb)</td>
</tr>
<tr>
<td>Payload ( m_l )</td>
<td>1.1 kg (2.4 lb)</td>
</tr>
<tr>
<td>Empty weight factor ( e_m )</td>
<td>0.90</td>
</tr>
<tr>
<td>Battery/Fuel Storage Capacity*</td>
<td>777 wh</td>
</tr>
<tr>
<td>Loaded Flight Time ( (m_l = 1.1 \text{ kg}) )</td>
<td>42 minutes</td>
</tr>
<tr>
<td>Range ( m_l = 1.1 \text{ kg} )</td>
<td>50 km (31 mi)</td>
</tr>
</tbody>
</table>
The optimal range is assumed to be 50 km (31 mi), which assumes ideal weather conditions and a cruise speed of 20 m/s (44.7 mph). With a 1.1 kg (2.4 lb) payload, the flight time will be approximately 42 minutes. The battery capacity of drones used in this study has a 21,000mAh [16]. The LiPo battery has a recommended recharge rate of 2A at greater than 90% charge efficiency [17]. Therefore, the charge time following a complete drain of the battery for one of these drones is between 10 hours 30 minutes and 11 hours 40 minutes. However, batteries will not experience a full drain each time they are used and there will be variability in the charge times based on distance traveled.

Given the random distribution of OHCA events and the combination of service and charge time of batteries, M/M/C queuing theory may be employed to determine the number of needed drones. For service times, it is assumed that a drone must stay with a patient until paramedics arrive (an average of 8 minutes) [8], stabilize patient (averaging 2 minutes), have the automatic defibrillator repackaged for the return trip (averaging 5 minutes), and return to base (averaging 5 minutes of flight and landing time). In addition to these 20 minutes, where drones are unavailable to service new patients, they must also have their batteries recharged. In case one, the drone is additionally unavailable during the time it takes to recharge the battery; in case two, the drone is unavailable for the time it takes to swap to a fully charged battery.

In case one, given an average of 10 minutes of active flight time to and from a patient, and the available flight time of 42 minutes, the average recharge time will be about 2 hours 40 minutes for average usage time of 3 hours. This corresponds to an average of 8 services per day. Using an M/M/C queueing model, a failure was defined as the probability that there will be one or more people people in the queue (i.e. a person is waiting to be served due to drone unavailability).

**Figure 2:** Case 1: Probability of failure versus population and number of drones for 8-9 am demand rate

In case two, each drone is unavailable for an additional 10 minutes (30 minutes total) to allow for the battery to be swapped with a fully charged battery. By swapping batteries, the number of potential services per day increases from 8 (in case one, battery recharging) to 48 (in case two, battery swapping).

**Figure 3:** Case 2: Probability of failure versus population and number of drones for 8-9 am demand rate

For 100,000 people, a single drone would fail to provide service 10.9% of the time in case one versus just 1.8% of the time in case two. Picking an acceptable failure rate for vital medical supplies of <0.1%, three drones are required in case one, and two drones are required in case two. For 300,000 people and <0.01% failure, five drones are required in case one and three drones are required in case two. This difference corresponds to notable cost savings. As each drone can cost between $50,000 to $100,000 [18], but batteries can be less than $300 to $600 [17], fewer drones is ideal. A theoretical requirement for ten spare batteries instead of a spare drone would still result in 90%+ of cost savings.
3. Range and Weather Modelling

The range of a drone is determined by its weight, flying efficiency, and battery capacity. For applications with a central hub, this range is half of the distance a drone can travel, as a return trip must be accommodated. The following gives the energy necessary for level flight [15]:

\[ p_t = \frac{(m_t + m_b + m_l)g}{\delta(s)\eta_p} \]

where:
- \( p_t \) = power required for level flight [watts]
- \( t \) = travel time [seconds] = \( d/s \)
- \( m_b \) = drone battery mass [kg]
- \( m_l \) = drone load (defibrillator) mass [kg]
- \( m_t \) = drone mass tare, i.e. without battery and load [kg]
- \( d \) = travel distance [m]
- \( \delta(s) \) = lift-to-drag ratio or L/D [unit-less]
- \( s \) = travel speed [m]
- \( \eta_p \) = total drone power transfer efficiency [unit-less] < 1.

From (1) it is possible to observe that energy consumption is directly proportional to drone mass and travel time and distance. The range estimations of this research consider the defibrillator 1.1 kg (2.4 lb) payload.

3.1. Modeling the Impact of Temperature

Temperature can have a significant impact on drone performance because drone lithium-ion batteries show optimal performance at approximately 20°C (68°F) but perform significantly worse at lower temperatures (see Figure 4). For lithium batteries, the output voltage is dependent on its operating temperature [19]. In this study, battery available energy or capacity is assumed to decrease following a parabolic curve. The maximum (100%) will be at 20°C (68°F) and the minimum (50%) at -20°C (-4°F). At higher temperatures, the capacity decreases linearly from 100% to 95% from 20°C (68°F) to 55°C (131°F). Battery makers recommend no operation outside this temperature range [17].

\[ \text{capacity} = \begin{cases} 
-0.0003125t^2 + 0.0125t + 0.875 & -20 < t < 20 \\
1 - 0.05 \left( \frac{t-20}{55-20} \right) & 20 \leq t < 55 \\
0 & \text{otherwise}
\end{cases} \]

\[ \text{Figure 4: Battery capacity versus temperature} \]

In addition, battery capacity degrades linearly with the number of cycles up to a point. Often, the degradation accelerates when a battery reaches 80% of optimal capacity. At this point, the battery is considered unreliable and no longer used. Prior to this point, the battery will have above 80% optimal capacity, but the exact amount will be unknown for any specific trip. As such, a random uniform distribution from 0.8 to 1.0 may be used in association with temperature for simulation to define the initial condition of the battery with an assumption that faulty or unreliable batteries will not be used.

OHCA events are more frequent between 8-9 am, typically the coldest hour of the day in winter. As such, only the distribution of low temperatures is needed in this study. Given the histograms of the temperatures, low temperatures are assumed to follow a normal distribution. Figure 5 shows the distribution of daily average temperatures in January.
Figure 5: Histogram, density, and normal approximation of historical January daily average temperatures

Figure 4 shows the probability of failure as a function of total distance traveled, assuming an ideal 42-minute flight time. Ideal weather conditions from a reliability perspective assume no wind and a 20°C temperature. The potential range of a drone will be half of the total available flight distance, as return trips must be accommodated. The probability of failure is the percent of simulated trips that failed to reach a given range. High and low temperatures give the range of potential failure probabilities.

Figure 6: Probability of failure due to temperature and available battery charge versus flight distance

Winter will have worst-case flight ranges as compared to the yearly averages. Yet, the range in the worst case is still larger than the maximum allowable due to time constraints for urgent medical deliveries. Even allowing for 14.5 minutes of flight time, the average ambulance arrival time in rural areas, more than 95% of drones will have enough battery for the 35 km (22 mi) trip, 17.5 kms or 11 miles in each direction. In addition, the available range corresponds to a large service area. The 3-minute delivery area covers 40 km² (15.7 mi²), while 7 minutes (the urban ambulance average response time) allow for an area of 222 km² (86 mi²). This is functionally the size of many cities. Based on Portland weather conditions, large cities would require just a few drone hubs for full coverage.

3.2. Modeling the Impact of Wind

Drones are highly susceptible to wind speed and direction due to their limited power and weight. The distribution of wind speeds may be modeled using a variety of known probability distributions with the Weibull ranking among the best [20]. As such, the choice of a probability distribution should be based on what can provide a reasonable approximation based on available data [21].

There are long time series for Portland wind data, including historical average speeds, maximum gusts, percent calm, and direction. In our weather data, the actual variances of wind speed were not included. Simulation was employed to find parameters that provided reasonable approximations of wind variance. In Portland, different times of year have different distributions of wind, which will directly influence failure odds. The distribution of wind speeds is as follows:
For headwind and tailwind simulations, flight times are held constant for arbitrarily selected two-minute and ten-minute cases. For each trial, distance traveled, within the time-limit, is recorded. The probability of delivery failures due to wind was calculated based on the percent of trips that fail to reach a given distance within the allowable time. The shaded region of the following graphics shows a range of failure probabilities between a simulated headwind versus simulated tailwind and the result using a random bearing as the central line. As the flight time increases, the probability of failure also increases.

At a 20% acceptable fail rate for 2-minute deliveries, the worst case for range has decreased from 2.4 km (1.5 mi) to about 2 km (1.2 mi); a reduction of 16%. At a 5% acceptable failure rate, the range is further reduced to about 1.3 km (0.8 mi). While the theoretical range of drones is large (see Figure 6), the practical range for timely deliveries is a limiting factor. In Figure 8, the y-axis of Figure 6 is transformed to logarithmic.

Figure 8 shows the average potential failure from wind is above 0.1% for a 2 minute or a 10-minute trip. Wind plays a key role in determining acceptable failure rates and for determining a potential range for drone deliveries. Notably, having multiple hubs will reduce failure rates from the wind as different hubs may be employed depending on wind direction. Headwinds and potential failure from one direction may be tailwinds and success from another.
In Portland, winds mostly blow in the ESE direction during winter months and the NW direction during the summer months (see Figure 10). This factor is important for determining a drone’s range at different times of the year. In January, areas to the NW of a depot will be restricted by a headwind, while the opposite is true in July.

4. Discussion

Wind is a key factor; even average winds of Portland in January will cause failures more than 1% of the time. The direction of winds also changes depending on the time of year. The placement of drone hubs should consider ranges defined both by temporal constraints given by OHCA events survival rates as well as probabilistic failure odds caused by winds.

Temperature in Portland is not a key factor. The large potential delivery range of high-quality drones combined with strict delivery time limits reduce the negative effects of temperature and charge cycles. Hence, temperature may be ignored for these types of deliveries since the potential for failure remains low. For example, a 14 km (8.7 mi) trip (28 km or 17.4 mi both ways), would have less than 0.001% failure odds due to temperature and charge decay in the worst case.

The number of drones needed is highly dependent on charge times, the use of battery swapping, and the population in the service area. Given the average rate increase of 2.91 in the morning on Mondays for OHCA, the number of required drones increases as well. This worst-case scenario should likely be used to define the required equipment for a service area.

5. Conclusions and Limitations

For the delivery of time sensitive supplies, drones may provide the means to bypass many obstacles experienced by ground transportation. However, drones are subject to their own set of constraints that limit the likelihood of successful deliveries. While a typical package from an online retailer can be delayed by hours or days without substantial ill effect, even short delays, in the context of medical supplies, can be fatal. This paper examined several of the mechanical and meteorological impacts on drone deliveries to examine which factors are most important and to define limits. Results indicate that successful drone deliveries of AEDs are highly influenced by wind speeds and wind direction; however, the ambient temperature may be ignored for short and strict delivery times limits. Additionally, battery swapping may be highly effective at reducing equipment requirements given worst-case demand.

Given adequate historical data about weather and demand, drone delivery operators should be able to plan efficiently to meet peak demand periods without unacceptable failure rates or excessive costs. Winds will remain an obstacle in some parts of the year unless drone speeds can be improved. While drones may provide fast delivery times for the vast majority of cases, some failures will be difficult to avoid. Ideally, service areas should remain small enough that travel times are not limited by distance and overlap of service hubs will provide alternative delivery routes when wind direction is not ideal.

5.1. Future Research Opportunities

Future research should examine the likelihood that the delivery of automatic defibrillators will be able to be operated given that only one-third of OHCA events are witnessed by another person. If someone can...
call emergency services, drone deliveries may be valid, but cannot be employed when another person is not present for operations. This paper assumes 100% reporting for OHCA events; as such, the rates and time between events is an over-estimate as not all events will be reported. The presented methodology can be still used after demand rates are adjusted considering reporting and operator presence.

Other weather events that may impact drone operations are rain and snow. Water resistance is a key marketing factor for many drone manufactures, but most advise against operation in adverse weather, such as heavy rain. The increased drag in rain and its adverse effect on flight speed and ranges could be considered in future studies as could the effects of freezing rain and snow on drone operations. Finally, there is an access and equity question associated with a drone’s ability to deliver to some areas. For example, airports are often restricted flight zones that do not allow drone operations. Such areas often contain higher proportions of lower income communities. Future research should examine where a delivery system could be employed and what ground delivery systems are required locally to adjust for access differences.
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Abstract. The rapid growth of e-commerce and package deliveries across the globe is demanding new solutions to meet customers’ desire for more and faster deliveries. This research focuses on the cost competitiveness of autonomous air and ground delivery vehicles. Three types of autonomous vehicle are analyzed: drones, sidewalk autonomous delivery robots (SADRs), and road autonomous delivery robots (RADRs). Autonomous vehicles are compared against a typical delivery van. The impact of capacity, range and time constraints are analyzed. Results show that each type of autonomous delivery vehicle is suitable in different scenarios and can therefore complement each other to reduce costs or on-road distance traveled.

Keywords: Last mile, delivery, drone, robot, cost, time

1. Motivation and Literature Review

Autonomous delivery robots (ADR) that travel on sidewalks and roads are being tested in several US cities by startups. Even large delivery companies like FedEx are also testing this technology [1]. Online retailers like Amazon are also testing a drone prototype that can deliver packages under five pounds to customers in less than 30 minutes; this is noteworthy because 75% to 90% of Amazon deliveries weigh less than five pounds [2].

The potential of autonomous vehicles for passenger transportation has been studied extensively. In comparison, significantly less work focuses on the potential of autonomous vehicles in the logistics and parcel delivery sector. Some researchers have studied the implications of autonomous vehicles for long-haul freight. For example, Short and Murray [3] discuss the impact of long-haul autonomous trucks on hours-of-service, safety, driver shortage and driver retention, truck parking, driver health and wellness, and the economy. The work of Slowik and Sharpe [4] focuses on the potential of autonomous technology to reduce fuel use and emissions for heavy-duty freight vehicles.

There are even less studies focusing on urban deliveries or short-haul freight trips. Jennings and Figliozzi [5] recently studied the potential of sidewalk autonomous delivery robots (SADRs). Given the relatively short range of SADRs, these small robots are usually complemented by a “mothership” van that can transport SADRs near the delivery zone or service area. The work of Jennings and Figliozzi (2019) analyzed current SADR regulation in the US, their characteristics, and their potential to reduce delivery times or costs. Jennings and Figliozzi (2020) analyzed the competitiveness of road autonomous delivery robots (RA) when compared to conventional vans [6]. Results show that RA can provide substantial cost savings in many scenarios but in all cases, at the expense of substantially higher vehicle miles per customer served. The novel contribution of this research is to evaluate both air and ground (SADR and RA) autonomous vehicles potential to reduce delivery times and costs in urban areas. To the best of our
knowledge there is no publication comparing the costs of both air and both types of ground autonomous vehicles.

### 2. Vehicle Characteristics

A conventional van is defined as a delivery van in the traditional sense, with rear storage for parcels and a human driver and delivery person. A mothership for the purposes of our analysis is defined as a van which has been outfitted to transport SADRs, with a human driver who drops off or picks up SADRs. Finally, RADRs are defined as vehicles which operate autonomously to deliver parcels. See Figure 1 to find an illustration of the mothership-SADR and RADR vehicles analyzed in this research.

![Figure 1: Mothership Van with Starship SADRs (left) and NURO (right)](image)

A Starship Technologies’ SADR in conjunction with a Daimler SADR Van, or “mothership”, is utilized in the numerical analysis. Each Starship SADR weighs 40 lbs (18.1 kgs), has a speed of 4 mph (6.4 kph), and a range of 4 miles (6.4 kms). As discussed in [5] it is assumed that a Starship can deliver to up to six customers. A uDelv RADR is utilized in the numerical analysis. The uDelv is a modified Ford Transit Connect that has 32 individual compartments to store delivery items [6]. The Ford Transit Connect can travel at up to 60 mph, with a range of 60 miles before recharging, and a carrying capacity of 1,300 pounds [6]. The uDelv has individual compartments that can be opened one at a time, which would prevent theft of other delivery parcels. The drone analyzed is a cargo multicopter MD4-3000 that was already utilized to analyzed the comparative advantages of drones regarding CO₂ emissions against a Dodge RAM conventional van [7]. Key vehicle characteristics are provided in Table 1.

<table>
<thead>
<tr>
<th>Vehicle</th>
<th>Tare (kg)</th>
<th>Max. Speed (kph)</th>
<th>Max. Payload (kg)</th>
<th>Range (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Starship</td>
<td>18.1</td>
<td>6.4</td>
<td>18.1</td>
<td>3.2</td>
</tr>
<tr>
<td>Nuro</td>
<td>680</td>
<td>56</td>
<td>110</td>
<td>16.1</td>
</tr>
<tr>
<td>uDelv</td>
<td>1890</td>
<td>97</td>
<td>590</td>
<td>97</td>
</tr>
<tr>
<td>MD4-3000</td>
<td>10.2</td>
<td>72</td>
<td>5.0</td>
<td>36</td>
</tr>
<tr>
<td>Dodge RAM</td>
<td>2170</td>
<td>180</td>
<td>1890</td>
<td>695</td>
</tr>
</tbody>
</table>

### 2.1. Vehicle Costs

While autonomous vehicles are beginning to be tested across the United States, the costs associated with manufacturing autonomous vehicle are still significantly higher than the manufacturing cost of conventional vehicles. A 2015 estimate indicates that the additional cost of just the Light Detection and Ranging (LIDAR) sensors to allow a vehicle to be fully autonomous (level 4+) is $30,000 to $85,000 per vehicle, and over $100,000 per vehicle for LIDAR and other sensors and software [6]. Autonomous vehicles could eventually cost $25,000 to $50,000 more than typical vehicles with mass production, over time, not less than 10 years, reaching prices of around $10,000 per vehicle. Price of automation implementation 20 to 22
years after introduction is expected to be $3,000 per vehicle, eventually reaching a low of $1,000 to $1,500 per vehicle [8]. The mothership and conventional van require a human driver. We assume a cost of $40 USD per hour for motherships and $35 USD per hour for conventional vans. The mothership is a more expensive vehicle since it is larger and requires a specialized configuration. We assume a value of $30 USD per hour for RADR vans after removing driver costs and adding higher autonomous vehicle costs and accounting for an operator monitoring several vehicles. We assume a relatively conservative cost of $1.5 USD per delivery for SADRs [5].

The cost of drone deliveries is estimated utilizing figures provided by Wright et al. [9] and Jenkins et al. [10]. The former reference indicates a cost of $0.41 per kg-km or $0.18 per lb-km for a multicopter; assuming 2.5 lbs per delivery results in $0.47 per km. The latter reference indicates that drone costs range between $0.10 and $0.60 per mile or $0.06 to $0.37 per km. Another report [11] provides a cost of delivery assuming different levels of regulation and labor participation. A low and high cost of $15.98 and $67.64 per hour are estimated. Assuming a 20 m/s operating speed the costs are estimated from $0.22 to $0.94 per km. The differences in drone costs are mainly due to different assumptions regarding the number of staff necessary to operate a drone delivery system. In this research a compromise value of $0.5 per kilometer is assumed which translates into $36 per hour. The drones also incur a fixed setup time between flights of 10 minutes; this setup time is necessary to load the drone and swap the battery if necessary.

3. Methodology

The methodology used for comparing travel, time and cost of the studied vehicles is based on continuous approximations. As indicated by Daganzo et al. [12] this type of analytical approximation is appropriate to address big picture questions because they are parsimonious, tractable, and yet realistic when the main tradeoffs and constraints are included. This type of modeling approach has been successfully used in the past by many authors to model urban deliveries and logistic problems [13,14]. A circular area of service is assumed and capacity, range and tour duration constraints are considered. The range of a drone is determined by its weight, flying efficiency, and battery capacity. Drone range calculations are estimated as in [7] assuming a 5 pound delivery weight. According to Amazon 75 to 90% of its parcel deliveries are less than 5 pounds. The following notation is used throughout the paper.

\( n = \) Total number of customers served
\( k_i = \) Routing constraint (constant value), representing non-Euclidean travel on sidewalks and roads
\( a = \) Area (units length squared) of the service area, where \( n \) customers reside
\( \delta = n/a \), customer density
\( d = \) Distance between the depot and the geometric center of the service area
\( T = \) Maximum duration of shift or tour (same for all vehicle types)
\( l_i(n) = \) Average distance a vehicle travels to serve \( n \) customers for vehicle type \( i \)
\( m_i = \) Minimum number of vans for vehicle type \( i \)
\( R_i = \) Range of a vehicle for vehicle type \( i \)
\( Q_i = \) Capacity (number of parcels for vans or number of SADRs for motherships) for vehicle type \( i \)
\( \tau_i = \) Total van time necessary to make \( n \) deliveries for vehicle type \( i \)
\( \phi_i = \) Stop percentage (percent of the time a vehicle is stopped due to traffic control)
\( s_{i,th} = \) Average speed of the vehicle on urban streets, not including \( \phi \)
\( s_{i,th} = \) Average speed of the vehicle while on a highway, not including \( \phi \)
\( s_i = s_{i,th} \phi_i = \) Average speed of the vehicle on urban streets
\( s_{i,th} = s_{i,th} \phi_i = \) Average speed of the vehicle while on a highway
\( t_0 = \) Time it takes to wait for the customer to pick up their order from the vehicle or delivery person
\( t_u = \) Time it takes the vehicle and/or driver to unload the delivery
\( t = t_0 + t_u = \) Total time vehicle is idle (i.e., not traveling) during a delivery
\( c_{n,i} = \) Cost per hour of operating vehicle type \( i \), including cost of a driver if applicable
\( c_{d,i} = \) Cost per delivery for vehicle type \( i \)

The average distance \( l(n) \) to serve \( n \) customers can be estimated as a function of customer density, number of vehicles, network characteristics and route constraint coefficients, and the distance between the depot.
and the delivery area [15]. In this paper, the equation used to calculate the distance traveled to visit \( n \) customers by a ground vehicle is:

\[
l_i(n) = 2d_m + k_i \sqrt{an/m_i}\tag{1}
\]

In equation (1), \( d \) represents the average distance from the depot or distribution center (DC) to the customer(s). The parameter \( d_m \) is multiplied by two, the number of times the vehicle goes to and from the service or delivery area (SA). The parameter \( k_i \) is a constant value representing network characteristics and routing constraints in the SA [15]. The average area of the SA where customers are located is represented by \( a \). The number of parcels or stops is represented by \( n \). The following formula is used to calculate the route duration constraint of a ground vehicle accounting not only for driving time but also waiting for the customer and unloading the parcels:

\[
\frac{2d}{\Delta t_i} + \frac{k_i \sqrt{an}}{\sqrt{m_i}} + (t_0 + t_u) \frac{n}{m_i} < T\tag{2}
\]

### 3.1. Baseline

In equation (2), the first term represents the driving time and the second term represents the time it takes to park, wait for or go to the customer and unload the parcels. To determine the maximum number of deliveries that can be made by the conventional van within a shift of duration \( T \), equation (2) is solved for \( n \) when the available time is \( T \) (to ease notation the sub index for conventional van \( i \) is dropped). The resulting equation for the maximum number of customers that one conventional van can deliver is:

\[
n = \left\lfloor \frac{k_i \sqrt{an}}{\sqrt{m_i}} + 2d + 2d^2T^2 - \frac{4ad^2T}{k_i^2} - k_i^2 \sqrt{4d^3T^2 - 2a^2Td} \right\rfloor \frac{a^2T^2}{k_i^2\sqrt{m_i}}\tag{3}
\]

The floor function is used in equation (3) to avoid a fractional number of customers. In this research, a conventional van is utilized as a baseline and equation (3) provides the maximum number of customers that can be served with one vehicle. Vans route duration constraints is given by (2) and capacity and range constraints are as follows (4):

\[
m_i \geq \left\lfloor \frac{n}{Q_i} \right\rfloor\tag{4}
\]

\[
k_i \sqrt{an/m_i} + 2d < R_i
\]

For the conventional van constraints (2) and (4) are always satisfied in the scenarios analyzed, given the high value of \( R \) (range) and the large capacity of conventional vans when compared to SADRs and RADRs. Formulas and constraints for drones are simpler since there is one costumer per delivery [7]. For SADRs the range, time, and capacity constraints presented in [5] are utilized.

### 3.2. Scenarios

Table 2 shows a summary of the key scenario parameters by delivery vehicle type. These parameters are set to meet vehicle characteristics or reasonable operational values in urban areas. As area size \( a \) changes, following equation (3), the maximum number of customers that can be served by one conventional delivery van also changes. Hence, one conventional delivery van is the baseline utilized to create different scenarios that are labeled from A to I as the area size \( a \) increases from 10 to 130 square miles or 26 to 337 square kilometers (see Table 3). In all cases it is assumed that the delivery time per customer is \( t = 3 \) minutes and that the depot-SA distance is \( d = 10 \) miles or approximately 16.1 kilometers.

Fleet size and utilization for the other vehicles (uDelvs, motherships, SADRs and drones) also changes to meet the respective time, range, and capacity constraints as shown in Table 3. More customers can be served when the delivery area is smallest (scenario A) than largest (scenario I). Hence the customer delivery...
density is reduced as the area increases. There are tradeoffs among number of customers served, area size, and fleet size; fleet size varies to satisfy range, capacity, and time constraints per vehicle type.

Table 2: Default values for variables used in calculations

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description of variable</th>
<th>Units</th>
<th>uDelv</th>
<th>SADR</th>
<th>Mother.*</th>
<th>Conv. Van</th>
<th>Drone</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>shift time (max)</td>
<td>hours</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$R_i$</td>
<td>range of vehicle (max)</td>
<td>Miles</td>
<td>60</td>
<td>4</td>
<td>400</td>
<td>400</td>
<td>22.4</td>
</tr>
<tr>
<td>$Q_i$</td>
<td>capacity (max)</td>
<td>(km)</td>
<td>(6.4)</td>
<td>(6.4)</td>
<td>(36)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{h,i}$</td>
<td>cost per hour of operation</td>
<td>USD</td>
<td>30</td>
<td>n/a</td>
<td>40</td>
<td>32</td>
<td>36</td>
</tr>
<tr>
<td>$c_{d,i}$</td>
<td>cost per delivery</td>
<td>USD</td>
<td>n/a</td>
<td>1.5</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>$s_{i}$</td>
<td>full unlimited vehicle</td>
<td>mph</td>
<td>30</td>
<td>4</td>
<td>30</td>
<td>44.8</td>
<td></td>
</tr>
<tr>
<td>$s_{i,h}$</td>
<td>speed in residential</td>
<td>(kph)</td>
<td>(48.3)</td>
<td>(6.4)</td>
<td>(48.3)</td>
<td>(48.3)</td>
<td>(72)</td>
</tr>
<tr>
<td>$s_{i,h}$</td>
<td>speed on highway</td>
<td>(kph)</td>
<td>(96.6)</td>
<td>(96.6)</td>
<td>(96.6)</td>
<td></td>
<td>(72)</td>
</tr>
<tr>
<td>$k_i$</td>
<td>vehicle speed in</td>
<td>mph</td>
<td>21</td>
<td>2.8</td>
<td>21</td>
<td>21</td>
<td>44.8</td>
</tr>
<tr>
<td>$s_{i,h}$</td>
<td>vehicle speed on highway</td>
<td>(kph)</td>
<td>(33.8)</td>
<td>(4.5)</td>
<td>(33.8)</td>
<td>(33.8)</td>
<td>(72)</td>
</tr>
<tr>
<td>$k_i$</td>
<td>routing constraints</td>
<td>unitless</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>n/a</td>
</tr>
<tr>
<td>$\phi$</td>
<td>stopping factor</td>
<td>unitless</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>n/a</td>
</tr>
</tbody>
</table>

* Motherships can make multiple tours and ** capacity is number of SADRs per mothership instead of parcels

Table 3: Scenario Characteristics

<table>
<thead>
<tr>
<th>Measure</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time per customer [min]</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td>Number of customers</td>
<td>163</td>
<td>149</td>
<td>140</td>
<td>133</td>
<td>127</td>
<td>122</td>
<td>118</td>
<td>114</td>
<td>110</td>
</tr>
<tr>
<td>Delivery area [mi²]</td>
<td>10</td>
<td>25</td>
<td>40</td>
<td>55</td>
<td>70</td>
<td>85</td>
<td>100</td>
<td>115</td>
<td>130</td>
</tr>
<tr>
<td>Delivery area [km²]</td>
<td>26</td>
<td>65</td>
<td>104</td>
<td>142</td>
<td>181</td>
<td>220</td>
<td>259</td>
<td>298</td>
<td>337</td>
</tr>
<tr>
<td>Cust. density [cust./ km²]</td>
<td>6.3</td>
<td>2.3</td>
<td>1.4</td>
<td>0.9</td>
<td>0.7</td>
<td>0.6</td>
<td>0.5</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>Number of uDelvs</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Number of motherships</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Rounds per mothership</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Number of SADRs</td>
<td>28</td>
<td>25</td>
<td>24</td>
<td>23</td>
<td>22</td>
<td>21</td>
<td>20</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>Number of drones</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

4. Results

In this section results obtained for scenarios A to I are analyzed. Table 4 shows the delivery distance per customer as a function of vehicle type and delivery scenario. In the case of the drones the distance per customer increases considerably as the service area increases. However, for the other vehicles the change is less marked as there is a tradeoff between the efficiency of the vehicle fleet size, the number of customers served, and the size of the delivery area. In the case of the conventional van with constant fleet size, it is possible to observe a clear trend with an increase in the delivery distance per customer as the customer density decreases from scenario A to I. RADRs can bring about more congestion in scenarios A to I as their on the road travel (per customer served) is substantially higher distance.
Table 4: Delivery distance per customer [km.] by vehicle type

<table>
<thead>
<tr>
<th>Vehicle Type</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td>uDelv Van</td>
<td>1.5</td>
<td>1.5</td>
<td>1.8</td>
<td>1.9</td>
<td>2.0</td>
<td>2.1</td>
<td>2.3</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>Mothership</td>
<td>1.5</td>
<td>1.7</td>
<td>1.3</td>
<td>1.4</td>
<td>1.5</td>
<td>1.6</td>
<td>1.7</td>
<td>1.8</td>
<td>1.9</td>
</tr>
<tr>
<td>SADR</td>
<td>0.3</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
<td>1.0</td>
<td>1.1</td>
<td>1.2</td>
</tr>
<tr>
<td>Conv. Van</td>
<td>0.5</td>
<td>0.7</td>
<td>0.8</td>
<td>1.0</td>
<td>1.1</td>
<td>1.2</td>
<td>1.3</td>
<td>1.4</td>
<td>1.5</td>
</tr>
<tr>
<td>Drone</td>
<td>3.8</td>
<td>6.1</td>
<td>7.7</td>
<td>9.0</td>
<td>10.1</td>
<td>11.2</td>
<td>12.1</td>
<td>13.0</td>
<td>13.8</td>
</tr>
</tbody>
</table>

Table 5 shows total time spent per customer by vehicle type in each of the different scenarios. Although drones are fast and can reach a given customer in a short time, their overall efficiency is heavily penalized by two factors: the battery swap time and the numerous trips to the depot since their capacity is just one package per delivery. The average drone time per customer increases substantially as the delivery area increases. However, for the uDelv and vans the changes are less marked as there is a tradeoff between the efficiency of the vehicle fleet size, the number of customers served, and the size of the delivery area. There is a large increase in SADRs time per customer as a consequence of longer travel distances and the slow speed of the SADRs.

Table 5: Total delivery time per customer [min.] by vehicle type

<table>
<thead>
<tr>
<th>Vehicle Type</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td>uDelv Van</td>
<td>4.5</td>
<td>4.8</td>
<td>5.1</td>
<td>5.4</td>
<td>5.4</td>
<td>5.6</td>
<td>5.8</td>
<td>6.0</td>
<td>6.2</td>
</tr>
<tr>
<td>Mothership</td>
<td>2.4</td>
<td>2.7</td>
<td>2.4</td>
<td>2.5</td>
<td>2.6</td>
<td>2.8</td>
<td>2.9</td>
<td>3.0</td>
<td>3.1</td>
</tr>
<tr>
<td>SADR</td>
<td>6.7</td>
<td>9.1</td>
<td>11.0</td>
<td>12.6</td>
<td>14.1</td>
<td>15.5</td>
<td>16.8</td>
<td>18.1</td>
<td>19.3</td>
</tr>
<tr>
<td>Conv. Van</td>
<td>3.7</td>
<td>4.0</td>
<td>4.3</td>
<td>4.5</td>
<td>4.7</td>
<td>4.9</td>
<td>5.1</td>
<td>5.3</td>
<td>5.4</td>
</tr>
<tr>
<td>Drone</td>
<td>16.2</td>
<td>18.0</td>
<td>19.4</td>
<td>20.5</td>
<td>21.4</td>
<td>22.3</td>
<td>23.1</td>
<td>23.8</td>
<td>24.5</td>
</tr>
</tbody>
</table>

Regarding costs, Table 6 summarizes the results. Drones are clearly more expensive than the other modes. The drone flight time per customer is reduced substantially as the service area decreases but this reduction is not enough to compensate for the swap times and low efficiency of the drone routes.

Table 6: Cost per customer by vehicle type [$/cust.]

<table>
<thead>
<tr>
<th>Vehicle Type</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td>uDelv Van</td>
<td>2.3</td>
<td>2.4</td>
<td>2.6</td>
<td>2.7</td>
<td>2.7</td>
<td>2.8</td>
<td>2.9</td>
<td>3.0</td>
<td>3.1</td>
</tr>
<tr>
<td>SADR +Moths.</td>
<td>3.1</td>
<td>3.3</td>
<td>3.1</td>
<td>3.2</td>
<td>3.2</td>
<td>3.4</td>
<td>3.4</td>
<td>3.5</td>
<td>3.6</td>
</tr>
<tr>
<td>Conv. Van</td>
<td>2.2</td>
<td>2.3</td>
<td>2.5</td>
<td>2.6</td>
<td>2.7</td>
<td>2.9</td>
<td>3.0</td>
<td>3.1</td>
<td>3.2</td>
</tr>
<tr>
<td>Drone</td>
<td>9.7</td>
<td>10.8</td>
<td>11.6</td>
<td>12.3</td>
<td>12.9</td>
<td>13.4</td>
<td>13.9</td>
<td>14.3</td>
<td>14.7</td>
</tr>
</tbody>
</table>

Regarding ground vehicles, the RADR is more competitive than the conventional van when the vehicle capacity is not binding and the fleet size is four or less vehicles (in bold, scenarios F to I). The conventional van is more competitive with higher densities and longer routes that can be served by just one vehicle (scenarios A to E). SADRs are not the most competitive option in any scenario, but they are very competitive if the mothership vehicles is not utilized, i.e. for deliveries near the depot.
5. Discussion and Conclusions

RADRs can be more competitive than conventional vans but they are limited by their relatively short range and limited storage capacity. The short range can be addressed by more and better batteries. Though this would be at the expense of additional vehicle weight and cost, batteries are one of the major barriers to the electrification of freight [16]. SADRs can be more than conventional vans when delivery time per customer is relatively high. They can also be very competitive if they can operate from a depot and without the support of a mothership [5]. However, this type of operation is only feasible in dense delivery areas near a depot and not in the scenarios discussed in this research where the depot-delivery area distance is 10 miles or 16.1 kilometers. Drones have many potential advantages over ground vehicles, for example they can arrive quickly to a customer by taking more direct paths and avoiding ground-based obstructions. However, drones underperform in terms of payload capacity and delivery costs.

The largest uncertainties related to drone, SADRs, and RADRs are perhaps their cost and future regulatory barriers. The rate and speed of adoption of air and ground autonomous delivery vehicles will greatly depend on their operational costs and ease of regulation and entry into the delivery market, as discussed by previous studies focusing on the adoption of autonomous trucks by freight organizations [17,18].

5.1. Non-monetary considerations

Large-scale introduction of autonomous air and ground vehicles can bring about new business and service models that are made possible by 24-hour operations since autonomous vehicles are not subject to limitations like driver fatigue as well as lunch and rest breaks. On the other hand, RADRs can bring about more congestion unless they become more efficient than conventional vans in terms of vehicle-distance traveled per customer. Although most deployments are still at the pilot level, air drones and ground ADRs may soon be able to complement traditional delivery methods to meet the growing delivery demands caused by e-commerce, which is growing at a double-digit annual rate [19]. According to a recent survey, a large majority of people in the US believe that delivery robots will be in use within the next five years [20]. According to this USPS study, customers highly value the ability to receive deliveries when and where recipients choose. Since RADRs deliver freight, they can prioritize safety of pedestrians and other road users over the safety of the freight being carried by the RADR. Hence, RADRs are not faced with potential ethical issues that passenger autonomous vehicles are likely to face regarding tradeoffs between the safety of passengers and other vulnerable road users such as pedestrians and/or cyclists. Because of this advantage, it is likely that RADRs may be widely used before autonomously driven passenger vehicles. On the other hand, urban freight is complex and the tasks associated to parking, unloading, and delivering may be more difficult to automate than is currently expected. High safety standards for RADRs may result in high delivery times per customer, which in turn decreases RADRs economic appeal as shown in the previous section.

From a public policy perspective, the utilization of RADRs may significantly increase the number of vehicle-miles related to package delivery. The scenarios analyzed indicate that RADRs generate more vehicle-miles per delivery than conventional vans (substantially more in many scenarios). As a secondary effect, new delivery/service models (anytime/anywhere) plus a reduction in delivery costs brought about by a large-scale introduction of RADRs may further increase the already high growth of ecommerce. The combination of higher vehicle-miles per delivery plus the growth of ecommerce can compound congestion and high curb utilization problems in many urban areas.

5.2. Limitations and future research opportunities

This research is a first step towards understanding the key tradeoffs between air and ground automated delivery vehicles and conventional vans. A few scenarios have been analyzed but more research is necessary to analyze specific case studies, future vehicle capabilities and cost figures, and how these new technologies can be integrated into efficient supply chains in urban areas and to optimize their joint deployment [21]. Future research can also study the broader impacts of urban freight autonomous vehicles on urban sustainability as well as future distribution networks and land use patterns.
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Abstract. School feeding programmes are present in many countries and the connection of local family farming with these initiatives is a practice that brings gains to the local economy and to school indicators and promotes healthy eating for children and young people. In Brazil, the National School Feeding Programme - PNAE, stimulates the purchase of food from local family farmers. In Mogi das Cruzes city, 58 family producers provide fresh food for school meals for 209 public schools with financial resources of the PNAE. Despite guaranteeing regular purchases, producers complain about the high cost of distribution. This paper studies the current routing scenario of PNAE in Mogi das Cruzes city through spatial analysis and simulation of discrete events approach. The results proposed a new routing scenario, reducing the traveled distances with no relevant changes in transport times
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1. Introduction

Researchers recognized the importance of studies about Food Supply Chains (FSC), Short Food Supply Chains (SFSCs) and the role played by school feeding programs [1–5] to ensure food security during childhood and youth [6–9].

School-age nutritional deficits bring a strong impact on behavior and intellectual development. Studies about the feeding of children in the school stage have been conducted [10–13].

School feeding programmes are widespread. Countries with low and medium-income economies increasingly understand that Home Grown School Feeding (HGSF) initiatives, that connect the family local food farmers to governmental school feeding programmes, are fundamental opportunities to improve livelihoods for smallholder farmers and local communities and to strengthen the relationship between nutrition, agriculture, and social protection [14, 15].

In Brazil, the Programa Nacional de Alimentação Escolar – PNAE (National School Feeding Programme) transfers resources for purchasing food from family farmers to be destined for school meals. According to Law 11947, at least 30% of the resources should be destined to purchase food from local family farming [16]. Brazil has 5570 municipalities [17]. The PNAE attended in 2016, 5333 municipalities and more than 40 million students were benefited by the PNAE resources [18].

Mogi das Cruzes is one of the main cities of the green belt of São Paulo, with great relevance in food production [19]. The municipality of Mogi das Cruzes buys food from 58 family farmers by using PNAE financial resources to feed students of 209 public schools. Family farmers transport the food to the Associação dos Produtores Rurais de Jundiapeba e Região (APROJUR) headquarters. APROJUR is a
family farmers association that is in a rural area, near most of 58 family farmers’ properties. In this shed, cooperatives perform a cross-docking operation, separating the loads into 8 routes.

Family farmers complain about the high cost of distribution. The logistics operator argues that because of the high perishability, it is not possible to reduce the number of 8 routes because longer delivery times would deteriorate the food transported in small urban trucks. The staff of the municipality suggests the adoption of a new cross-docking point in the Departamento de Alimentação Escolar (DAE - School Feeding Department), a sector in charge of purchases, reception, storage and distribution of non-perishable foods. The DAE is in an urban area near many schools.

Governments try to ensure that all regions of the country have coverage of school feeding. This increases the political attractiveness of the programme but dilutes the efficiency. There also may be a tendency to prefer covering urban areas to the detriment of rural areas, or schools that already have the infrastructure or are easier to reach than schools which would need additional investment in infrastructure or logistics [20].

In this context, questions can be raised: Is it possible to reduce the number of routes? The clustering of schools can be improved, aiming to reduce travel distances? The routing scenario can be analyzed and improved to reduce the distribution cost without a relevant influence on the distribution times?

This paper evaluates the scenario of the routing of the PNAE in the city of Mogi das Cruzes through spatial analysis in a Geographic Information system (GIS) and proposes an alternative routing scenario through the discrete events simulation, seeking to reduce the cost of the distribution of food purchased from family farming and without affecting transport times. This research adopted the QGIS and Arena tools for the spatial analysis and the simulation experiment respectively.

The results show a new routing scenario where the number of routes declined from 8 to 6 and the travel times were not steadily disturbed. The simulation considered the DAE facilities as a new cross-docking and distribution point.

The paper is organized as follows: In Section 2, a literature review brings information about School Feeding Programmes, the Mogi das Cruzes city and aspects about of the PNAE and Food Supply Chains. The methods are described in Section 3. Section 4 develops the spatial analysis using QGIS and the simulation experiment using Arena and results and discussions are provided. Finally, conclusions are given in Section 5.

2. Literature review

School feeding programmes are widespread. The World Food Programme estimated that in 2013, 368 million children, or one in five, received a school meal at a total cost of US$ 75 billion. The rationales for school feeding investment are abating hunger, improving health and nutrition and improving schooling outcomes [21]. School feeding programmes that operate in a planned number of days per year, with predetermined meals, and provide opportunities for local agriculture, generating stable and predictable demand, are the conceptual basis of the Home Grown School Feeding Programmes [22, 23].

Studies have been conducted addressing food supply chains that connect local producers directly with consumers [24–26]. About 90% of the 570 million of the rural properties in the world are small, and most are in developing countries and are operated by families. Many of these small family farmers have limited access to markets and services [14]. The term used by the literature to define chains in which food is produced near the consumers, establishing a direct relationship of commercialization is Short food Supply Chains [27] and it was cited for the first time by [28].

In Brazil, family farming is extremely important for agricultural production (Berchin et al., 2019). In 2006 there were 5,175,489 agricultural properties in Brazil. Within these properties, 4,367,902 were linked to family farming, representing almost 85% of the total (Froehlich et al., 2018).

Mogi das Cruzes has great relevance in the vegetables, fruits and flowers production in Brazil, besides the important portion of the national market of mushrooms, khaki, medlar, with great presence of farmers with a Japanese origin [19]. Agricultural activity is remarkable. The number of agricultural establishments in the city was 1379 in 2017 [29].

Detailed data on agricultural production in the municipality of Mogi das Cruzes are shown in Table 1, in which the areas are divided by different characteristics [30].

Delivery available for loading and unloading operations is critical to reducing times and costs of logistics operations, as well as for improving city sustainability and livability. Planning with
transportation modeling through simulation allows the computation of performance indicators to be used for assessment in studying delivery scenarios [31].

| Total area | 1,616 | 26,077.20 |
| Perennial farming | 574 | 1,905.30 |
| Temporary farming | 933 | 3,939.80 |
| Pastures | 190 | 2,109.20 |
| Reforestation | 358 | 5,773.80 |
| Natural vegetation | 954 | 7,058.70 |
| Swamp and floodplain vegetation | 272 | 495 |
| Resting | 678 | 2,367.50 |
| Complementary | 1,551 | 2,427.90 |

Table 1 – Agricultural data of Mogi das Cruzes ([30])

Despite the importance of the food industry, the management of food supply chains receives less attention from the literature. The reason can be the complex management of these chains and the specificity of the products and processes [32].

Many small farmers live in remote areas with poor road infrastructure, creating high transaction costs to access markets in the School feeding. In addition, the lack of a diversity of products and inadequate practices post-harvest handling and storage generate difficulties for farmers' compliance with the quality requirements of school feeding programmes [33].

Family farmers need logistical capabilities. It is common that the storage capacity and unitization of loads to be deficient and that knowledge about business models is low [34, 35].

The poor qualification of farmers, a small level of integration between producers, municipalities, logistics services providers and schools, and lack of knowledge of legal aspects of the school feeding program are noted in SFSCs [36]. These issues combined with problems as the poor quality of roads and inadequate vehicles can turn the logistics operation a crucial matter.

Organizations and cooperatives could provide the structure for family farmers to be competitive to provide for school feeding programmes [33], however, they face governance challenges, particularly in developing countries because of limited managerial skills and lack of financial resources [37].

QGIS is an open source platform that is widely adopted in different analyses, as software modeling [38].

In distribution systems, there are many uncertainties involved in the operation, such as vehicles and product availability, loading time, unloading time, transport time, and demanded quantities. By generating random observations of the relevant probability distributions, the simulation can readily deal with these types of uncertainties and is used frequently to test various possibilities for project improvement and operation of these systems. A consecrated application of this type was the combination of mixed binary linear programming and simulation that reduced the annual costs with freight on more than US$ 7 million from Reynolds Metal Company [39].

Among different simulation softwares, Arena has been applied by several researchers in various disciplines [40]. Arena has been widely used to simulate traffic modes [31, 41, 42] in different modes of transportation and various general or specialized simulation packages have been employed [40].

The benefits of modeling for decision making are the lower cost in relation to the interference in the real system, the anticipation of needed information, the usefulness of the models when it is impossible to perform tests in reality and the gains of insights and understanding about the investigated problem or object [43].

3. Methods

The methods adopted in this research are based on spatial analysis and discrete event simulation. Both technics were combined. Spatial analysis allowed us to study the eight current routes visually and allowed to propose a new scenario with six routes. Both scenarios were evaluated in a simulation model, considering the variations in the travel times between schools.
We performed the spatial analysis using a Geographic Information System (GIS). The PNAE’s family farmers suppliers and the 289 schools of the network were geo-referenced. The spatial analysis allowed us to study the current routes and to elaborate on a new proposal for the routing. It also included the headquarters of APROJUR and DAE in the maps. The headquarters of APROJUR is the current distribution point and the headquarters of the DAE is a distribution alternative proposed by the staff of the Secretariat of Agriculture of the city of Mogi das Cruzes. The QGIS software was used.

The schools, producers, and headquarters of APROJUR and DAE were included in QGIS by using Keyhole Markup Language files, generated in Google Earth Pro software.

A discrete event simulation model was elaborated in the ARENA © software to compare the current distribution operation with a proposed alternative scenario. Simulation approach reduces the deficiencies in the existing pragmatic models.

The elimination of uncertainties related to cost, time and overall project management is possible by simulation models. Arena is an event management software extensively used for project managing purposes. The software includes diverse actions in terms of different modules that can be linked and sequenced [44].

The discrete events simulation was adopted instead of optimization methods as VRP Spreadsheet Solver, because the time of distribution is the most critical variable in the studied system, according to family farmers, schools and the logistics operator. The longest routes show a variation in the transport time because of the unpredictability of the traffic volume and roads paving conditions. The simulation model also allows large flexibility in analyzing an extensive number of new routing scenarios, which would be unfeasible through the use of VRP methods.

Besides the probabilistic behavior of the transport times, there are other reasons that justify the adoption of the discrete event simulation method. The model was elaborated to allow the flexibility of studying different routing scenarios. The animation resources are an important issue because it allows a deeper understanding of the proposed and tested scenarios.

The lack of actual data for the simulation modeling process occurs when the simulated systems do not exist when the cost involved for the data collection is high or technically unfeasible, or when the involved actors do not provide the data by unavailability or confidentiality. The rule in these cases is to adopt intuitive distributions as exponential, to represent the time between successive arrivals, and triangular distribution when an estimation of typical, minimum and maximum values that can occur in the simulated system is known [45]. Delays due to transportation and unloading in schools were collected and modeled. The eight different drivers provided varying times based on empirical skills in the transport operation. The minimum, typical and maximum times of the longest routes were requested. In the simulation model, the route times were represented by triangular distributions. Based on the empirical experience of the eight drivers, we also collected the unloading times in schools.

In order to increase the reliability of the simulation results, it is common to apply a big number of replications of the experiment until the confidence interval decreases, even though this practice can make the study more time-consuming [39]. The number of replications can be defined by the formula [46]:

\[ n = n_0 \frac{h_0^2}{\ell^2} \]  

Where \( n_0 \) is the number of initial replications, and \( h_0 \) is the half width the model got from the \( n_0 \). The pre-specified desided for the half width of a chosen metric of the model is \( h \).

Among the various techniques for validation of a simulation model, the face-to-face validation is one in which the analyst who assembled the model makes the conceptual validation and the validation of the results of the model, through the opinion of professionals with extensive experience and empirical knowledge of the simulated system. Other validation techniques are the duplication of models, in which two independent teams develop similar models, comparison with similar models previously developed, and sensitivity analysis, in which the influence of changes in input parameters in the results are pre-determined and tested [45].
4. Results and Discussion

The deliveries of the purchased food from family farmers are carried out by eight urban cargo vehicles. The headquarters of APROJUR is the current cross-docking point. The municipality’s team suggested deploying a new cross-docking point in the DAE facilities, where the purchases of all food for school feeding are made and non-perishable foods are stocked. The DAE is in an urban area and cross-docking operations and deliveries to non-perishable food schools are carried out at this location.

Spatial analysis was built aiming at the improvement of the clustering of schools. The different colors represent the eight delivery routes (figure 1) where the points represent the 209 schools in Mogi das Cruzes city. The cross-docking operation is performed at the APROJUR headquarters. A new scenario with 6 routes, where the headquarters of the DAE is a cross-docking point, was elaborated in the QGIS software. Figure 1 shows on the left side, the current routes and on the right side, the proposed routes. The APROJUR’s shed is represented by the green symbol and the DAE’s headquarter is represented by the orange symbol. The spatial analysis showed that the current routes do not adequately group the schools. The proposed routing scenario allowed to reduce the traveled distances by the small trucks. Because of the variability of route times, a simulation model was elaborated to compare the current scenario with the proposed scenario in the spatial analyses. Due to the high perishability, the aim of the simulation was to reduce the distribution efforts and to decrease the transport time. The family farmers harvest the food a few hours before delivering. Shorter transport times can provide a very healthy and fresh diet for the students.

The schools were numbered from 1 to 209. The spatial analysis redefined the routing to decrease the total traveled distance. The simulation seeks improvements in transport times so that children’s feeding is as healthy as possible. We also considered in the simulation model the change of the cross-docking point and distribution of the headquarters of APROJUR to the headquarters of the DAE suggested by the team of the city of Mogi das Cruzes.

The model assumes that the weight capacity of the vehicles is enough to transport the quantities of food historically demanded in the current and the proposed scenarios and that there is no change in the sequence of the visited schools, nor interruption in transport because of accidents or maintenance of the vehicles. We assume constant transport times for the very short routes. For the longer routes times, it was assigned triangular type distributions. The eight drivers and the managers of the logistics operator validated the model which tested and concluded that the output results are similar compared to the actual operation. To observe the stochastic behavior of the simulation model, the results of five replications were
performed, incorporating the uncertainties of the routing times. The half-width results of the unloading and transfer times were 0.1 for an average of 4.02 and 3.5 hours respectively in the current routing scenario.

Table 2 shows the distances and travel times of the 8 routes. Route 4 spends much more time than other routes and its distance traveled is higher. Balancing distances and transport times it is essential to ensure the food freshness. The shortest routes such as 6 and 8 spend proportionately shorter times compared to longer routes.

<table>
<thead>
<tr>
<th>Route</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
</tbody>
</table>

Table 2 - Transport times and distances of the current routing scenario (authors)

<table>
<thead>
<tr>
<th>Route</th>
<th>Cross-docking and distribution</th>
<th>Average travel time (minutes)</th>
<th>Distance (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>APROJUR</td>
<td>273.87</td>
<td>103.40</td>
</tr>
<tr>
<td>2</td>
<td>APROJUR</td>
<td>152.93</td>
<td>75.20</td>
</tr>
<tr>
<td>3</td>
<td>APROJUR</td>
<td>168.83</td>
<td>63.25</td>
</tr>
<tr>
<td>4</td>
<td>APROJUR</td>
<td>414.04</td>
<td>202.57</td>
</tr>
<tr>
<td>5</td>
<td>APROJUR</td>
<td>212.94</td>
<td>70.50</td>
</tr>
<tr>
<td>6</td>
<td>APROJUR</td>
<td>108.32</td>
<td>44.00</td>
</tr>
<tr>
<td>7</td>
<td>APROJUR</td>
<td>236.87</td>
<td>92.25</td>
</tr>
<tr>
<td>8</td>
<td>APROJUR</td>
<td>113.74</td>
<td>39.28</td>
</tr>
</tbody>
</table>

Table 3 shows the distances and travel times of the 6 routes in the new proposed routing scenario. Only Route 1 maintained the headquarters of APROJUR as a point of cross-docking and distribution. The other routes depart from the DAE. The staff of the municipality states it is possible to transport the quantities of Routes 2 to 6 from APROJUR to the DAE with a local government’s truck.

<table>
<thead>
<tr>
<th>Route</th>
<th>Cross-docking and distribution point</th>
<th>Average travel time (minutes)</th>
<th>Distance (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>APROJUR</td>
<td>263.04</td>
<td>112.00</td>
</tr>
<tr>
<td>2</td>
<td>DAE</td>
<td>184.23</td>
<td>85.95</td>
</tr>
<tr>
<td>3</td>
<td>DAE</td>
<td>263.01</td>
<td>118.40</td>
</tr>
<tr>
<td>4</td>
<td>DAE</td>
<td>262.76</td>
<td>147.82</td>
</tr>
<tr>
<td>5</td>
<td>DAE</td>
<td>295.09</td>
<td>107.35</td>
</tr>
<tr>
<td>6</td>
<td>DAE</td>
<td>194.65</td>
<td>78.90</td>
</tr>
</tbody>
</table>

Even with the reduction of the number of routes from 8 to 6, the proposed scenario reduced the total traveled distance. The average transport times per route increased in 0.5 hours, but with a lower standard deviation. The difference between the longest and shortest path times has decreased (Table 4). Transport times are a key factor in maintaining the logistical operation at satisfactory levels of performance.

<table>
<thead>
<tr>
<th>Table 4 – Current and proposed routing scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current scenario</td>
</tr>
<tr>
<td>Quantity of routes</td>
</tr>
<tr>
<td>Average number of schools per route</td>
</tr>
<tr>
<td>Total distance (km)</td>
</tr>
<tr>
<td>Total spent time of distribution operation (h)</td>
</tr>
<tr>
<td>Average travel time (h/route)</td>
</tr>
<tr>
<td>Standard deviation of transport times (h/route)</td>
</tr>
<tr>
<td>Average of unload times in schools (h/route)</td>
</tr>
<tr>
<td>Average route time (h/route)</td>
</tr>
<tr>
<td>Faster route time (h)</td>
</tr>
<tr>
<td>Slower route time (h)</td>
</tr>
</tbody>
</table>

5. Conclusion

School feeding programmes are essential actions to promote healthy feeding and better education indicators. In Brazil, the law 11947 guarantees the purchase of local family farming for school meals. The Brazilian National School Feeding Programme – PNAE, is a benchmark in the world.
This study analyzed the food supply chain of the PNAE in the city of Mogi das Cruzes. As cited in the literature, the program suffers from problems and difficulties in logistics operation because of the low qualification of family farmers and school managers in this field.

The research proved to be useful because it proposed a new scenario of routing with a reduction in the number of routes from 8 to 6, still achieving to reduce the total distance traveled and without substantially affecting the transport times, which is a critical variable in the study because of the high perishable items transported, and the government investment in the purchase of food directly from family farming. Other Brazilian cities can gain insights to study analogous situations.

In Mogi das Cruzes, managers can revise the cost of the logistics operation that impacts severely on the viability of the PNAES’s Short Food Supply Chain based on the results of the proposed routing scenario. The research raises the study of other routing scenarios based on the simulation model. The modeling allows simulating scenarios with a higher or smaller number of routes and other routes’ sequences of visited schools.

Increasing the number of replications of the model did not reduce the half-width results. But we consider the limitations of this research are the impossibility of collecting measurements of transport and unloading times, which could provide higher assertiveness of the results. It is also a limitation of the research the lack of studies of another routing scenario that maintains the 8 original routes and could reduce the transport times, although possibly without significant impacts in reducing the costs of distribution.

We can replicate the method that combined spatial analyses to resize routes with routing scenario studies in a simulation model in places where family farming provides food for school feeding, with social improvements in Brazilian and Latin American cities.

It is suggested for future applications, a study involving other the food supply chain activities, including in the simulation model the receipt of food, the use of resources in the cross-docking activity and the inbound logistics in schools. Current standards of demand can be studied to scale the movement and transport capacity of vehicles. Similarly, new studies can prospect the capacity of transport movement assuming new scenarios with increased demanded quantities or including new items. It is also possible to study scenarios including new family farmers because the city has over 1000 small rural enterprises and only 58 actively take part in the PNAE.
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1. Introduction

This manuscript examines the relevance of information logistics, data supply chain management, information systems analysis and design in support of data science and analytics. The belief that data, analysis and information are needed for decision-making is immemorial. However, data analysis has been occupying headlines within the last eight or nine years. The new discipline called Data Science has emerged.

The fact is that data analysis, as a discipline, has existed for decades. Algorithms for optimization, decision-making, and forecasting are not new. Popular methods that are treated as new, such as “deep learning”, have been in existence for decades. Statistics, as a discipline, goes back to the 1660s. Therefore, what is the essence of that which we have been treating as new for the last ten years? It is apparent that the driver is the volume, speed, diversity, and value of the data in play nowadays. This is where data supply chains (DSC) get into play. The authors of this paper believe that DSC are essential for Data Science and Data Analytics to persist.

2. Literature Review

Terms such as “Data Science” and “Data Analytics” are relatively new. Data Science has been defined as a “set of disciplines” with the purpose of solving “big data” problems [1]. Big data has been defined around “challenges” and the information technologies designed to address those challenges [1]. For example, because the explosion of social media usage, a very large amount of user generated data on the internet has created valuable and vast resources for discovering and influencing how people communicate, compute, collaborate, and conduct commerce in the modern age. Data analytics, seemingly a new term for the well-established science of “data analysis” [2] and one of the “disciplines” constituting data science, also portrayed as a necessary function within the entrepreneurial realm. The uses of data science are extensive, from product research and development to directing political campaigns [3].
Data analysis, as a discipline, has been around since the 1960s. It is hard to miss that the methods that are so popular today, have been in existence for decades. For instance, cluster analysis has been around since 1932 [4] and artificial neural networks since 1943 [5]. Some have proposed that data science is the same as the discipline of statistics, which traces its origins back to the 1660s [6].

Why have these, among many other, methods attracted attention in recent times? These methods were available in 1950s and 1960s, when the idea of decision support systems was introduced [7]. These methods were available back when expert systems (today we talk of recommender systems) were introduced in 1959 [8].

Currently data science is treated as a discipline which is novel and relevant [9]. It is undeniable that data analysis has been relevant and introduced, as a science and as a discipline since 1962 [10][11]. Given the existence is treated as a discipline which is novel and relevant [9]. It is undeniable that data analysis has been relevant and introduced, as a science and as a discipline since 1962 [10][11]. Given the availability in 1950s and 1960s, when the idea of decision support systems was introduced [7]. These methods were available back when expert systems (today we talk of recommender systems) were introduced in 1959 [8].

Currently data science is treated as a discipline which is novel and relevant [9]. It is undeniable that data analysis has been relevant and introduced, as a science and as a discipline since 1962 [10][11]. Given the long history of data analysis what is really new about data science, artificial intelligence, machine learning and data analytics?

A survey commissioned by Alegion might point to what is essential and perhaps, what really is new. The survey found that about 80% of the organizations using artificial intelligence (AI) and machine learning (ML) reported projects that have stalled. Of these, 96% reported having data quality, data labelling, and building model confidence problems [12].

Information logistics is a concept that focuses on the idea of providing, the right information, at the right place, in a timely fashion. Today, it relies on the existence of a computer network. It acknowledges the existence of an information demand and an information supply; and that the information supply may be personalized [13][14]. It is a notion introduced as a new information management paradigm. Its goal is to enable effective and efficient delivery of information in the correct format, granularity and quality, at the correct location, at the right time, and to the right people [15].

The idea of having the capability of obtaining data from its numerous, diverse and distributed sources (supply) to the entity that needs or requests the information, in a timely fashion, to use it to make decisions (demand) is, perhaps what is really new. These are precisely the elements that define data supply chain. New supplies of data are available from a large variety of sources, such as sensors, Internet of Things (IoT) devices, unstructured data from user-generated content (UGC) for text, video, voice, location-based data from GPS networks or low-power beacons utilizing blue-tooth capabilities for fine-grained data.

Thuraisingham [16] considers data supply chain management (SCM) in relation to “regular” supply chain management (SCM), as involving the “design, planning, execution, control and monitoring of data supply chain activities with the objective of creating net value”. One of its main functions is “the management of a network of interconnected data centers involved in the ultimate provision of a data product required by end customers”. Thuraisingham refers to the types of decisions made in SCM (i.e. location, production, inventory, and transportation) and incorporates a fifth type: “information” [17]; thus, in a way, making SCM dependent on DSCM.

In the DSCM framework, she relates “location” to source of data; production to the decisions about which raw data to produce and from which source. Inventory decision are mapped to the storage of data needed to create the final data product. The transportation decisions determine how the data will flow from one location to the next location.

Therefore, the concept of DSCM is introduced in 2011, by Thuraisingham [16], and is defined as “the network of facilities and distribution options that perform the functions of the production of data, transforming the data into intermediary and finished data products, distributing the data products to customers, and sharing the data products among customers”. She also considers three modeling approaches: network design, rough cut, and simulation. The DSC is presented as a network of facilities and distribution options producing, transforming, distributing data and data products to customers. Data products are designed based on customers’ needs. To design a data product, it is necessary to determine the sources of data and how to pass data from the suppliers to the intermediate processing points, and then, the final demand point. To accomplish this goal, one must consider technologies for: integration of heterogeneous sources, cleaning and transforming data, keeping track of the provenance of data, and data extraction at every stage [16].
Spanaki, et al. [17] defines DSC in a way that emphasizes the value created by the flow of data, as “the upstream and downstream flow of multisource, multiform data artefacts from inbound and outbound activities of the firm, forming innovation opportunities and value outcomes in production/service development as a core business area of the firm”. These, artefacts or data-powered products have become pervasive to companies and integration among functional areas, in the creation of an effective data product, is necessary [18].

The information systems behind these data products should reflect that collaboration in the form of data integration from multiple sources and that data science will only be possible if this collaboration is successful.

In 1996, Connelly, et al., [19] observes managers who operate in environments that are too multidimensionally complex for decisions to be centralized or concentrated at the top. The new business models needed information technology that dispersed measurements quickly and inexpensively. Some of his observations were that quality of information was far more important than quantity. Managers are not necessarily aware that they need to think multidimensionally, since they are attempting to understand interactions between customers, products, salespeople, and other variables (e.g., combinations of color, quality, type or package size that drive customer demand). Delivering information on paper or preprogrammed reports is no longer useful, since managers need to drill-down to significant levels of detail to devise strategy from the bottom-up. This exploration of data can be efficiently achieved by interacting with the data itself. For instance, purchasing managers can only maintain inventory optimum levels if they can monitor it constantly [19]. They can negotiate best prices if they can evaluate suppliers instantly. Simplifying and speeding up activities reduce operating costs. Product and process data is valuable in searching and discovering information from service providers requesting it through a decentralized architecture where the control over data lies in hands of the manager instead of a centralized system [21].
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**Figure 1: Percentage Topic Hits in Google Scholar Data Mining, Expert Systems and DSS vs DSC**

Figure 1 shows the distribution of topic hits from 1950-2015, gathered from a Google Scholar search, for DSC, Information Logistics and the topics of decision support systems (DSS), Expert Systems (ES), Data Mining (DM) and Data Analysis (DA). Publications on Information Logistics, Data Supply Chain together with Data Mining begin growing sometime between 1995 and 2000; which is about the time when Expert Systems and Data Analysis diminish.
Figure 2 shows the distribution of topic hits from 1950-2015, gathered from a Google Scholar search, for DSC, Information Logistics and the more recent topics of Data Science (DS), Artificial Intelligence (AI) and Data Analytics (DAcs). Publications on Information Logistics, Data Supply Chain together with Data Science begin growing sometime between 1995 and 2000. The number of occurrences of Data Analytics topics begin their increase in 2001-2005.

The explosive growth in the volume of data available, and the decrease in computing costs to crunch large data sets, result in increased interest in data science. Additionally, because the amount of data and sources systems for data are growing, there is an emerging need to ensure that data is available where needed, when needed.

The global competitive environment requires companies to seek an edge and find competitive advantage. Can firms find competitive advantage utilizing data science methods, techniques and tools in ways that were previously not possible? The authors of this manuscript believe that this is an element of importance; but, perhaps, even more important for data science are data sources, the flow of data and quality of the data. We see the concept of managing the data supply chain as an emergent requirement. Talking about data science and data analytics without talking about data supply chain is like talking about markets without talking about planned and efficient trade routes.

There is a clear dependency on accurate and timely data, for analysis and decision-making. Certainly, the increase of computational capability to crunch large amounts data is important; but it is also irrelevant if data is not present. Thus, we present this piece with the perspective that data science is only as good as the supply of data enables it to be.

The exploitation of social media is presented as an example of the main dimensions in a data supply chain. Sources of data are disparate, large volumes of unstructured data are uploaded constantly. In many scenarios, the analysis must be performed quickly, if competitive advantage is to be gained. For example, responding near real-time to customers via Twitter messages, or receiving an automated update from an IoT sensor about a production disruption or in a more humanitarian application such as in suicide prevention [22].

3. System Development Framework

This manuscript presents DSC as a new opportunity for organizations to evaluate data as a transformational asset. We propose to use a framework comprised of the following four dimensions: strategy, integration, element of exchange, and tools and methods [17]. We explore and review recent empirical studies in social
computing, where the system development has been driven by empowerment of the individual user using the web and mobile technologies [23].

### 3.1. Strategy

Strategic decisions for obtaining data and creating a supply chain of data should be aligned with the improvement objectives such as innovation capability, value creation, and competitive advantage of organizations. Just-in-time information distribution are designed in situations in which exactly the information needed is delivered to the user [13]. Institutions develop data-driven strategies to perform real-time analytics [21]. Many corporations use Facebook and Twitter to interact with customers and provide various services; consequently, the monitoring and analysis of the customer-generated content on their own social media sites as well as those on their competitors’ social media sites can be used to support decisions in sustaining a positive relationship with customers [24] [21].

From the perspective of social computing, customers and companies can be seen as partners “working together to develop products that are optimally aligned with customer preferences” [23]. Past studies found that product reviews on online forums or online stores play an important role in influencing purchase decisions of other fellow customers. A predictive model can be built to offer significant predictive power to project how sales will be affected by the posted review [25]. The knowledge derived from the analysis of user generated content prove valuable for many industries. For instance, it has been found that customer reviews affect purchasing behavior at book-selling sites: Amazon.com and bn.com [26]. Online reviews analysis helps to identify the impact of online word of mouth on sales in the tourism and hotel industries [27]. Analysis of social media data could provide insights to movie distributors and studios for helping them determining their current and future rollout strategies [28]. Although a decision-making process of venture capitalists is highly complex, it is suggested that the reviews of some kinds of bloggers help ventures in getting higher funding amounts and valuations [29].

In healthcare, researchers are able to apply data science techniques and use data obtained from online communities and Twitter to detect quantifiable signals around suicide attempts and to design an automated system for estimating suicide risk [22]. It is information logistics what allows to provide the correct information, at the right time, and the correct location. Relationship to patients can be improved by providing personalized information before, during and after medical treatment [27].

### 3.2. Integration

The integration of DSC requires interoperability among tools and maintenance of dependencies among existing data and information. A trend in computational analysis of social media is the utilization of easy-to-use, lightweight, and mostly open-source computing tools, such as JavaScript-Ajax, Python, Perl, Ruby, and MySQL [30]. JavaScript agents can be developed for scraping the web using asynchronous I/O calls, where the obtained data are stored and horizontally scaled in virtual servers. To effectively extract, clean, and organize data from hundreds of thousands of web pages, it is necessary to develop big-data algorithms capable of managing the real-time and data-intensive integration [31]. In a similar fashion, a crawler uses Ruby on Rails to automatically download web pages containing consumer reviews and other business information; subsequently, another Ruby-based system parses data from HTML and XML web pages into a database [27].

People interacts with digital devices through the daily course of their life, including activities via social media and e-commerce systems. The openness of computing technologies facilitates the creation of an automated model integrating multiple social media data sources. When the data from a private online community and public social media (such as Twitter) are combined, advanced algorithms can be utilized to detect patterns of human behaviors [22]. Users want to develop data-driven strategies, perform advanced analytics on real-time data [13].
3.3. Element of exchange

Social media, a group of Internet-based applications that build on the Web, allows the creation and sharing of user generated content [32]. The element of exchange of the DSC is the data generated by Web users. The data available from social media can be of various types, mainly unstructured. For examples, YouTube provides the sharing of video clips and opinions of their viewers, Facebook makes it easy for individuals to share their multimedia contents and build relations with others, and Amazon.com combines their e-commerce platform with online communities to solicit product recommendations and reviews from consumers [23, 30].

3.4. Tools and methods

Researchers have adopted various analytics tools/methods for developing models around the social media data. Text analysis tools, such as TextBlob and Sentistrength, are often used to assess the feeling (sentiment) expressed in the messages of social media [33]. At the market-level analysis, panel data (e.g., the rate, the valence, and the sentiment of messages) extracted from the websites is used to examine the impact of consumer reviews [34]. This line of studies typically applies econometric methods to quantitatively model how user-generated contents influence business success.

Because of the ability to learn the intrinsic nature of patterns from social media data generated by consumers, artificial neural networks are useful in identifying the important predictors of product demands [31]. These prediction models use deep learning for analysis of language achieving high accuracy in equating the relation between input data (social media messages) and output [22].

4. Conclusion

DSCs provide the foundation for the process of organizing and translating data into information for decision-making in industry. With the prevalence of information systems storing and linking data generated from Internet and social networking sites, it is critical to gain more understanding of systems development and underlying infrastructure to support the DSCs. The recent rise of data science/analytics as a new essential business function cannot be seeing in isolation. Data science will only be as effective as the DSC management that supports it. Previous efforts to make data useful for enterprises, such as expert systems and decision support systems and data analysis, did not count with the data infrastructure that exists today. This study focuses on a framework that consider the DSC development as a process of transformation, which requires the specification of distributed data based on the web standardization, the identification of business values that can be produced from the data, use of technologies to support data integration, and developing models around the data by adopting appropriate analytics tools/methods.

In addition, the infrastructure of DSCs is a network of facilities used to distribute data products to customers; therefore, we emphasize that optimization techniques are necessary to make the decisions of location, production, inventory, and transportation for the product. Strategic alignment is fundamental. A company should not have a data science team only because it adds a "magic ingredient", prestige, or the appearance of being cutting-edge decision-makers. Integration is a key factor of the implementation of the strategy. The elements of exchange should address the needs of the user.

The effectiveness of data science depends on the effective interoperability among tools and maintenance of dependencies among existing data and information. Data integration must facilitate data flow. Management’s tendency to cling to tools that impede the data flow in the company is an issue, and the inefficiency created as a result should not be ignored [35]. Dynamic dashboards are useful for managers; but the value that access to data would provide to managers who are capable of performing data analysis on their own may be greater. DSC needs to be tackled with many aspects of system approaches. Research in data science and related fields in machine learning, operations research, and information systems would help scholars advance DSC models and encourage practitioners to pursue innovative projects.
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1. Introduction

Freight delivery in urban areas is one of the most complex processes in current supply chain environments and as such it might become very expensive if not properly managed. In fact, a number of activities accounting for up to 40% of the total supply chain cost are usually related to last-mile distribution [1]. Additionally, it has been estimated that up to 20% of vehicle-kilometers travelled on urban roads are due to last-mile deliveries [2]. Urban freight distribution is also a major cause for traffic congestion, noise, and pollution which might largely affect both the level of service and the costs in a production-distribution system. Recent studies state that urban logistics activities may account for more than 60% of the total CO2 emissions of distribution organizations [3].

In order to address the negative impacts of urban logistics and ultimately increase its efficiency, in the last few decades both researchers and practitioners have tackled this issue [4]. Thus, the City Logistics (CL) notion has been introduced as a comprehensive set of solutions for “totally optimizing the logistics and transport activities by private companies in urban areas while considering the traffic environment, the traffic congestion and energy consumption” [5].

As a consequence of the increased awareness towards CL themes, both public authorities and private companies have undertaken several initiatives that starting mainly from Europe are now progressively spreading all over the world. Such CL initiatives are usually referred to as CL measures. A lot of attempts to categorize and systematize the existing fragmented CL measures (e.g. low impact vehicle adoption, access regulation to limited traffic zones, urban consolidation center development, dynamic management of vehicle routings and lay-by areas, etc.) have been proposed in literature. Besides the technical papers associated with well-known CL international projects such as BESTUFS I and II, SUGAR, CIVITAS [6–8], there is a number of academic works that are worth to be mentioned. Among the first authors who provided a comprehensive classification of solutions for urban freight transportation. Two different perspectives are taken: the initiative scope (e.g. public infrastructure, land use, access conditions, traffic management, enforcement and promotion) and specific groups of stakeholders (logistics operators, receivers, local authorities). Later on, [10] better detail the previous classification. First, they distinguish infrastructures into material (e.g. use of the urban transportation network) and immaterial (e.g. intelligent transportation systems). Then, they itemize governance measures into several groups such as time window
access, heavy vehicle network, and road pricing management. Finally, they add equipment, including unit loads and transportation means, as a key CL measure category. The various classifications proposed by literature are best summarized and categorized by [11]. They propose six components of CL solutions, namely infrastructure, logistics organization of transport, technologies, communications, funding, and regulations. Based on that, [12] deeply analyses technologies proposing a number of categories including vehicle propulsion systems, material handling equipment, and ICT tools supporting CL initiatives.

Among them, the classifications by [11, 12] are particularly interesting because they take a practical perspective [13]. Moreover, unlike other existing taxonomies, they explicitly take into account the technological aspect, which is a key foundation of most of CL measures. The present work builds on [11] and [12] classifications and focuses on the technology category. Following the need for sharing best practices and providing guidelines for the effective design and implementation of urban logistics policies, there is so far a large body of literature analyzing single or groups of CL initiatives [14], [15]. Another quite debated topic is assessing the economic, environmental, and social effects of CL measures on the different stakeholders involved [16] as well as the value proposition of new CL services for selected supply chain actors [17]. However, most of the current literature, although recognizing technology as an enabling factor for the success of urban freight transportation services, addresses it just at the degree it is required in order to describe a certain initiative or discuss a given impact. There are few contributions offering comprehensive studies on the state of the art of technological applications to last mile logistics, or identifying the associated trends. Nevertheless, such studies would be beneficial to both policy makers and companies to correctly identify the best technologies to invest in when drafting new CL initiatives.

With the purpose of contributing to bridge such a research gap, this work puts forward an empirical analysis on a dataset of 65 European cities claiming to have applied technological solutions to last mile logistics. First of all, a comprehensive set of reference technologies has been defined according to literature evidence. The analysis of data that have been gathered is aimed to assess the importance of each technology at issue and to identify related several important trends in its level of adoption.

The paper is structured as follows: firstly, main CL technologies are reviewed to ground the work in the relevant literature. Secondly, the research methodology is explained and the dataset is presented. After that, the dataset is analyzed and the results interpreted. Finally, the main implications are discussed and conclusions drawn.

2. Literature review

There is a considerable number of technologies underpinning CL projects, so, as a preliminary step, a comprehensive set of them is selected in order to focus the analysis on. As already discussed in the Introduction, the main inspiring taxonomies for defining the technologies addressed in the present study are [11] and the in-depth technology analysis offered by [12]. In order to make sure to deal with a set of technologies that well represent the main ones adopted by existing CL initiatives, such contributions are leveraged with the outcomes of [18] and [19]. Both these studies investigate real-world CL implementations and classify the associated last mile logistics innovations, where most of them are technological in nature. On the one hand, [18] present three general groups: consolidation of good flows within the urban area, use of novel either low or zero emission vehicles, and regulation with particular attention to limiting activities by time or vehicle type as well as size. On the other hand, [19] distinguish CL innovations in five categories: innovative vehicles, proximity stations (also including crowd-tasking models and parcel lockers), collaborative and cooperative logistics, optimizations of transport management and routing, and innovations in public policies and infrastructures.

By combining all the categories out of these works, the following group of technologies is considered in the present research: i) Intelligent Transportation Systems (ITS) – Electronic control and access; ii) Dynamic routing and lay-by area monitoring and booking; iii) Low emission vehicles; iv) Crowd logistics; and v) Parcel lockers.

ITSs deliver value-added services (e.g. traffic management systems, route planning, etc.) to enable and control transportation operations performed by fleet of vehicles. In the CL context, they can be purposefully applied to support electronic access control, access charges, and road pricing systems by managing the interaction between freight carriers and municipalities and ensuring security and reliability of services [20]. They rely on an integrated IT platform that can be accessed by different stakeholders through both a browser
and mobile devices. ITSs help achieve a more efficient resource usage together with improved physical flows. As far as road pricing is concerned, it is paid for transiting in urban roads and depends on either the access time or the vehicle emission levels, thus discouraging the use of polluting freight transportation vehicles as well as fostering a more rational use of infrastructural resources [21].

Among the provided services, ITSs also offer real-time information about traffic and lay-by availability. The first kind of information is of key relevance to routing planning systems that can dynamically re-route vehicles based on the actual road conditions. This is a technological solution that enhances carrier efficiency and reduce negative impacts of CL activities. A lot of vehicle routing algorithms have been developed for urban freight distribution, many of them taking into account restricted delivery time windows due to either access times to particular city areas or customer needs [22]. Accurate and real-time information about the availability of lay-bys is crucial to optimize logistics time and costs as well as improve environmental sustainability [23]. Moreover, it can provide reliable input data to routing planners so that freight transportation vehicles can adjust their routes according to the availability of loading and unloading areas nearby. Finally, the positive effect of lay-by management on urban freight distribution is supported by a proper design of these infrastructures in terms of location and area sizing [24].

As a third technology category, low emission vehicles applied to CL environments include a large variety of types, such as electric, hybrid or fuel cell vans, together with cargo bikes [25]. However, the required initial investment for a large-scale implementation of many low-emission vehicles is very high and sometimes not completely counterbalanced by the related benefits. For this reason, simpler and less expensive transportation means have started being considered for CL purposes. Cargo bikes are an urban distribution solution introduced in recent years to deliver parcels on bike routes, thus contributing to limit traffic congestion, enhance efficiency, and decrease negative CL externalities [26]. Despite public stakeholders increasingly promote the use of electric cargo bikes, logistics providers are still reluctant to their adoption because of a number of operational issues, like the limited parcel size, the short travel distances, and the need for consolidation centers acting as departure points [27].

The fourth technological class addressed in this work, namely crowd logistics, is relatively new and is related to the notion of sharing economy. It has been introduced as a consequence of the more and more widespread diffusion of the online B2C commerce and the need for finding competitive ways of performing last mile and same day deliveries. Big players such as Amazon and Walmart are already adopting such a logistics approach. According to crowd shipping, deliveries are outsourced to private individuals that might be themselves customers of retail business [28]. At least two organizational models exist. According to a first one, individuals might be paid to pick up parcels from dedicated stations and delivery them to final customers, for example during their daily trips to and from work. In a second solution the customers of a logistic service provider are in charge of delivering goods for others for a sum of money [29]. Crowd shipping services usually rely on an electronic platform to connect senders and shippers. Benefits include economic savings due to shipper costs that are less than the average wages of traditional drivers, a reduced need for logistics infrastructures, delivery flexibility to changed time windows, and low environmental impacts since shippers can also sometimes use the public transportation network according to the size of delivered parcels. Moreover, it has been proved that integrating crowd logistics with traditional delivery methods can help containing last mile logistics costs [30]. Crowd shippers might pick up and deliver goods not from/to a private location but a parcel locker [31].

Parcel lockers are sets of unattended lockers located in residential areas, work places or public utility places, such as shopping malls or railways stations. They are opened thorough an electronic code and used by different customers to drop off or pick up goods 24 hours a day, 7 days a week. They can be property of a single B2C company or shared among a group of companies [32]. Similarly to crowd logistics, parcel lockers provide an efficient solution to the fast growth of e-commerce and the associated increase in parcel delivery and return volumes. In particular, they are able to improve the consumer service satisfaction while ensuring a high level of logistics performance as well as competitive advantage to companies [33]. However, one of the relevant efficiency factors for this solution is an appropriate locker site: the area should be considered beneficial for self-collection by potential customers [34]. For this reason, many recent studies are concentrating on the determination of the best location, number, and size of parcel lockers (e.g. [32], [35]).

The performed review reveals that there is quite a large body of literature discussing the various CL technologies. However, most of the contributions on this topic are focused on either a single or a group of implementation projects or study the impacts of one or few technologies. There is a substantial lack of works taking a broader perspective and investigating the current general state of the art of technological measures in CL. Such a comprehensive analysis would provide both researchers and practitioners with
many benefits, including the possibility to trace evolution trends and to offer guidelines for setting effective CL strategies. This is where the present research seeks to contribute to the current state of the art.

3. Methodology

In order to identify the main trends in the use of the innovative technologies able to support logistics activities in urban environments, a sample of 65 European cities where such technologies were implemented is extracted. The cities have been selected, since they have claimed to be involved in the development of CL projects based on most recent technologies. Data on technological implementation are retrieved from project documentation, national and regional reports and scientific literature. The decision of considering only European cities is based on their high demand for technological initiatives and programs aimed at improving urban logistics systems. In this context, the European Commissions’ Transport 2050 Strategy proposes a strong reduction of greenhouse emission and sets different modes of transport including CO₂ free logistics in major city centres [8]. Also, more recently the European Digital Agenda has a significant impact of the organization of CL programs [36]. In the sample under study both small (Regensburg, Germany; Vicenza, Italy) and big cities (London, UK; Paris, France) are considered. A value equal to 1 or 0 is related to each technology whether a city reports a CL initiative or not for that specific technology. In other word, the assignment of 1 in a given technology means that a city has at least one project exploiting that technology.

3.1. Sample description

As previously mentioned, the sample is composed by 65 European cities, belonging to 15 countries (Figure 1). The cumulated population of the cities equals roughly 50,1 Mln inhabitants, with an average density of 3’080 inhabitants/km². The weighted average GDP per capita of the sample equals 36’276 €, slightly higher than the GPD per capita of the European Union (i.e. 32’672 €).

4. Results

4.1. Coverage of technologies in the sample

Figure 2 shows the number of applications for every technology at issue and for the cities of the sample taken into account, together with the related percentage level. First, almost 100% of the cities are now using parcel lockers in urban logistics processes. This result demonstrates a relevant interest associated with this solution and a certain level of maturity. This phenomenon is related to the broad use of e-commerce that...
has imposed new challenges in last mile delivery processes [24]. In particular by moving from business to business (B2B) to business to customers (B2C) companies have to deal with an increasing number of smaller parcels [37]. In this context, parcel lockers can play a crucial role, since they can enhance the level of efficiency of urban logistics, by avoiding the missing delivery issue as already stated in the literature review section [33]. Also, in most of the cities the use of environmentally friendly vehicles can be observed. This aspect can be related to the increase awareness of public policy makers about the environmental issue, especially in urban areas. As a matter of fact, low emission vehicles are an effective response for reducing pollutants in city contexts in both terms of emissions and noise levels. In particular, the implementation of cargobikes is proving to be cheaper and more efficient than vans under certain circumstances such as very congested areas or with small parcel delivery [26, 27]. The application of crowd logistics is lower. This might be due to a relative more recent development of such a measure that has been often associated with the adoption of applications based technologies that support the connection along the supply chains [38]. Finally, the implementation of ITS and Dynamic Routing projects is still limited. In particular, only 10% of the cities of the sample are using algorithms for the optimization of the routing and for the management of the lay-by areas. This result might be explained by two main elements. First, a lot of stakeholders are typically involved in the design of these kinds of projects. Since the objectives of every stakeholder are often not perfectly aligned, it could be difficult to set an effective coordination among them. Then, these initiatives require relevant investments in both physical infrastructures and software licenses. Due to the level of uncertain returns, private sponsors are still hesitant in promoting this kind of initiatives, that can only rely on the public support.

Figure 2: Adoption of technologies

4.2. City Coverage Index

Each city is associated with a coverage index that represents the number of last-mile technology projects implemented in that city. This index is computed as the ratio between the number of technologies used by each city under analysis and the total number of technologies taken into account in the study. It can be considered as an expression of the ability of a city to exploit the new technological solutions that can be used in urban environments for supporting logistics activities. The coverage index takes values from 0.2, meaning that only one project is present, to 0.8, meaning that none of the cities in the sample has adopted all the last-mile technologies at issue. The distribution of cities among the coverage index is quite balanced, with a large majority of cities showing coverage indexes of 0.4 or 0.6. Moreover, a very large share of the cities in the sample cover both Parcel Lockers and Low Emission Vehicles, as shown in Figure 3. The most “technological” cities in the sample are Lyon, Berlin, Rotterdam and London. Such cities are able to combine the efforts by public authorities in managing and controlling urban freight by means of ITS systems or planning algorithms with new delivery solutions used by private companies, such as cargo bikes or crowd shipping. These four cities belong to different countries. This result demonstrates the widespread adoption of last-mile solutions by European cities. Such outcomes also show that large markets are leading the way of technological improvements in last-mile processes, as three out of four cities come from the three largest economies in Europe [39]. Furthermore, Rotterdam implemented a planning tool for delivery
trucks due to the large traffic generated by its port\textsuperscript{1}, which is the largest cargo port by tonnage in Europe [40].
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### 4.3. Private endeavor or joint private-public effort?

The larger group of cities in the sample (i.e. 34 out of 65) show a coverage index of 0.6. Nevertheless, the cities belonging to this group achieved this result by taking different path towards technological improvements in last-mile contexts. As a matter of fact, we can divide the 34 cities with a coverage index of 0.6 into two subgroups.

The first sub-group, composed by 21 cities, has experienced the adoption of various market solutions, such as cargo bikes or electric vehicles, crowd-shipping platforms and parcel lockers. Hence, in those cities the surge of last-mile technologies can be attributed mostly to last-mile private operators. In particular, we can distinguish three countries that account for 71% of the cities in this sub-group, namely France, The Netherlands and UK. These countries lie at the forefront of last-mile deliveries because they could integrate the efforts brought by small innovative companies with the large-scale adoption by international logistics service providers. For instance, the French courier Le Group La Poste acquired the crowd shipping company Stuart in 2017, which expanded its operations to several cities in France and the UK\textsuperscript{2}. Furthermore, in The Netherlands the last-mile delivery with cargo bikes has become widely adopted, as a company such as Fietskoeriers is able to deliver goods in 30 Dutch cities by employing 600 bike messengers [41]. These findings are consistent with previous results by [13], who state that technological implementations do not depend on the specific structure of a city, but rather on the maturity of the technology and on the adoption by private players.

On the other hand, the second sub-group is composed by 13 cities that decided to implement at least one technological project at a urban planning level, either in terms of ITS or freight planning algorithm. Such cities couple an average level of adoption of market solutions, i.e. the most common ones, with a greater interest in urban freight issues by local authorities. Among these cities there is a predominance of Italian ones, which compose 58% of the sub-group (7 cities out of 13). Another geographical area vastly represented in this sub-group is composed by the Baltic and Scandinavian regions, which comprise 4 cities (i.e. Tallinn, Stockholm, Gothenburg and Copenhagen).

### 5. Discussions and Conclusions

\textsuperscript{1} https://www.portbase.com/en/services/road-planning/

This paper is intended to propose an analysis on the adoption of innovative technologies in carrying out logistics activities in urban environments. To this end, a set of technologies has been identified, and a sample of European cities that have claimed to adopt such technologies has been created. The results show that parcel lockers together with low emissions vehicles are the most adopted technologies in the cities under study. This might be due to the fact that big players operating at international levels, such as e-commerce companies and logistics service providers, are involved in these projects. On the contrary, the limited diffusion of ITS, or dynamic routing initiatives, is based on the significant support of public authorities that have also to align the different objectives of the stakeholders that are involved. In addition, it is important to underline that a lot of Italian cities have carried out these services. As a matter of fact, Italian cities, especially in city centers, often suffer from problems of congestion related to their narrow and ancient streets that were not originally designed for the transit of cars, vans etc. Therefore, in these urban areas a structured control of the accesses and a more strictly monitoring of the flow acquire a particular relevance. Finally, crowd shipping services are more diffused in countries such as France, United Kingdom, Norway and Belgium, wherein logistics startups have experienced a more favorable business environment. The present study gives rise to both theoretical and practical implications. From a theoretical point of view, it can be considered a contribution in the research stream focused on the classification of last mile technological projects. In addition, it might provide a big picture related to the level of adoption of the technologies supporting CL processes at a European level. Finally, this work could be suitable in assessing the level of adoption of the different kinds of services that have been taken into account. From a practical point of view, this paper might give a support to public policy makers to evaluate their technological maturity in their last mile systems and then design coherent future objectives. In such a context, the present research could drive a more thorough assessment of the impact of public investment against the initial goals, in order to evaluate the success of urban freight planning strategies. However, this work suffers from some limitations. In particular, the sample is limited to the European contexts and it is not at a worldwide level. Actually, last mile appears to be a typical European issue and a low number of municipalities are significantly promoting CL initiatives in other international regions. In fact, European cities have been facing all the problems related to traffic congestions and related pollution for a longer period of time compared with cities of other continents. Also, this work does not take into account the effect of factors that might facilitate the introduction of last mile services such as the number of start ups per inhabitants, or the venture capital funding. Future research will be addressed to overcome these limitations, by gathering international city projects for enhancing urban logistics systems and by including external aspects that may more precisely explain technological adoption patterns. In particular, such a research will be a support in the evaluation of the proposed preliminary results through a more quantitative assessment.

6. References


Addressing the water-energy-food nexus through a green supply chain network design strategy

Marco A. Miranda-Ackerman ¹, Catherine Azzaro-Pantel ², Alberto A. Agular Lasserre ³

¹ Faculty of Chemical Science and Engineering, Universidad Autónoma de Baja California, Tijuana, Mexico
² Laboratoire de Génie Chimique, Université de Toulouse, CNRS, Toulouse, France
³ Tecnológico Nacional de México campus Orizaba, Orizaba, Mexico
{miranda.marco@uabc.edu.mx, catherine.azzaropantel@ensiacet.fr}

Abstract. The importance of water and energy accessibility and use has become more important as new insight into their role for sustainable development goals has become mainstream. The inclusion of water and energy in strategic decision-making is thus key. Supply chain network design (SCND) in the food industry is an interesting case study for the incorporation of water and energy utilization during the design process of global production systems. In the current green SCND research, frequently, single indicators are used such as carbon emissions to measure environmental impact. This paper presents a case study applied to an orange juice supply chain, formulated as a multi-objective optimization model. A single environmental impact indicator optimization approach is paired against one that includes water and energy use explicitly in the objective function set. Mixed conclusions are shown from the results pairing the two strategies side by side.
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1. Introduction

Water and energy have become important issues to mitigate and overcome the environmental damage that has stemmed from industrial development. In the quest for a sustainable future, food production is inextricably linked to water and energy given its dependencies during the agricultural and processing stages [1], creating the so-called nexus of water, energy and food. Other important issues of food production are related to logistical and handling activities that are classical of many other globally produced and distributed products.

One pivotal dimension of this problematic is the strategic design of the production systems, including the location and allocation of resources and capacities along the full supply chain. Green supply chain network design (GSCND) formally studies how to incorporate operational, economic and environmental criteria in the supply chain design process. This helps improve performance at a long-term time horizon by minimizing distances, fixing capacities, among other strategic decisions. GSCND has the potential to provide a means to include water and energy consumption within the design process, and measure its economic and environmental impact along the supply chain [2].

Current supply chain design methods take into account a large array of criteria and variable in order to formulate the design decisions related to supply chain performance. Recently GSCND has incorporated some environmental performance indicators sometimes referred to as Key Environmental Performance Indicators [3]. In order to improve on the performance of water and energy use through supply chain design improvement, indirect measurements have been used such as the incorporation of greenhouse gas
emissions as KEPI targets. CO2 emissions have been used previously to reflect the environmental impact of a supply chain network design [4]. Classically, the water and energy challenge has been integrated in the GSCND through its cost and environmental measurements related to water and energy use [5]. In this paper we propose incorporating water and energy consumption as direct indicators within the objective function set of a multi-objective optimization modelling framework.

2. Problem formulation

In order to formulate this supply chain design problem, a case study is developed, that illustrates the approach applied to an orange juice production system. It is made up of four echelons, i.e., supplier, processing, bottling and distribution, as it is shown in Figure 1. In each of the echelons, the main process or operational unit is described by a box with inputs and outputs accordingly.

The globally distributed supply chain component of the production system is taken into account given that the agricultural and initial processing is done in warm and humid climate in Latin America (“Sourcing region”), while the bottling and final customers are located in western Europe (“Market region”). Indeed each processing and transportation step has energy and water inflows as well as other intakes and their corresponding outflows, mainly intermediate and final product. Not all outputs are included in this figure such as emissions, but indeed are taken into account in the mathematical modelling framework.

This study proposes a multi-objective optimization (MOO) strategy solved through Genetic Algorithms to tackle the problem of GSCND improved to find trade-off solutions through the inclusion of antagonistic objective functions such as Profit vs. Environmental Impact [6]. A Multiple Criteria Decision Making Method (MCDM), i.e., M-TOPSIS (Yoon and Hwang, 1995) is then used to allow the evaluation and ranking of alternatives. This technique provides a means to objectively rank solutions taking all criteria into account based on the decision makers’ preferences.
A mathematical model that describes the supply chain system and the possible design variables is embedded in an external optimization loop. The modelling and optimization strategy is used for the case study. It takes into account a multi-period evaluation of the economic performance through the Net Present Value (NPV), among other economic criteria (e.g. Investment, Operational unit cost, etc.), as well as an environmental assessment through Global Warming Potential (GWP measured in kgCO2-eq) minimization. The modelling strategy considers the most important inputs involved in production (raw materials, intermediate products, and final products), processing and distribution of orange juice. Water and Energy are some of the most important requirements used throughout the supply chain and that largely contribute to cost and GWP measurements based on Life Cycle Assessment estimations. Indeed according to[8] energy is the most important sustainability indicator category in food supply chains literature. In order to capture its importance in the supply chain design process these measurements are included directly into the objective function set of a multi-objective optimization model. The measurements take into account the use of fuels (e.g. methane, gasoline, diesel …) and electricity used for transportation, farming, food processing, bottling. The energy and water consumption throughout the supply chain are sensitive to the choices made on the design of the SC and are reflected on the values of the objective functions and the resulting decision variables.

3. Methods and tools

MOO problems can be solved through several techniques. Some of the most commonly used ones are the weighted sum method, utility method, lexicographic, epsilon-constraint [9]. Another solution strategy is to use metaheuristic methods, such as genetic algorithms [10], [11] in order to obtain feasible heuristic solutions, [10], [12]. From a mono-objective point of view a main disadvantage is that when using these techniques there is no guarantee of finding solutions that are near the global optimal, thus basing the quality of the solutions found on the analysis and intuition of the modeler to avoid local optima. Besides, it provides a means to find trade-off solutions when modelling complex problems with multiple criteria such as SCND problems [13] must be taken into account to reflect the multiple objective nature of the issue. Publications in the context of green chain design show a recurrent use of GA [14]–[16]. The solving method used here is based on a variant of a multi-objective genetic algorithm through the Non-dominated Sorting Genetic Algorithm II (NSGA-II) [17]. This algorithm is a population-based stochastic search algorithm that produces Pareto non-dominated solutions. In contrast to other techniques such as weighted sum or lexicographic methods, that are a priori technique (i.e. a weight or order of the objectives as a matter of choice prior to the execution is needed), a multi-objective GA referred as an a posteriori method produces a set of solutions (the so-called Pareto front) to choose from [10], this is to say, without prior judgment or decision making. The NSGA-II is implemented through the so-called MULTIGEN library developed by [18] that allowed to perform evaluations, data analysis and visualization for the case study. The multi-objective strategy is coupled with a MCDM tool TOPSIS that provides a means to select and order the alternative optimal solutions that are obtain through the MOO. It uses distances from the ideal and nadir point to the solution alternatives as a means to measure fitness. The solutions that are nearest to the ideal and farthest from the nadir are ranked higher up than those that fall near in the opposite positions [19].

4. Model framework and case study

For the sake of brevity, we cannot present a full description of the mathematical model. Nevertheless we present a summary of the components of the model and provide a schema of some of the interactions that are mathematically modelled through Figure 2. The supply chain architecture consists of four echelons, i.e. Supplier, Processing, Bottling and Market. Each supply chain echelon has a set of control variables that affect the performance of each component that defines it. The optimization variables are all of integer type.

These control or decision variables are (their number is in parenthesis): (a) Supplier Echelon Decision Variables (81): Raw materials sourcing region location, Supplier selection, Agro practice selection, Land area contracted (Agricultural output capacity); (b) Processing Echelon Decision Variables (2): Processing
technology selection; (c) Bottling Echelon Decision Variables (4): Bottling plant location, Bottling technology selection; (d) Market Echelon Decision Variables (80): Demand coverage (product mix & system wide capacity).

These variables are subject to two main sets of constraints. The first set involves lower and upper bounds of the values that the decision variables can take during the optimization process. These bounds represent the operational capabilities or value limits evaluated during the genetic algorithm run. The second set of constraints represents the feasibility of the network, in other words the interdependencies and operational limitations of the process system under consideration, encompassing mass balances and demand constraints. In addition, the objective functions are constituted by a set of equations describing the system decomposed into three groups: (1) operational and economic functions; (2) environmental impact functions; and (3) transportation functions.

4.1. Mass Balance and Demand Constraints

In terms of materials flow, the network of suppliers, production plants and markets is reflected in a set of constraints insuring that production capacities at each level in the supply chain can meet market demand requirements. It is based on a material flow diagram that follows the raw materials through intermediate and final product outputs. In Figure 2, the initial two echelons are presented for the case study. A set of equations representing the different routes of materials are defined. These are divided in order to represent the different types of final products that can be sent to the different market locations. This figure illustrates only a segment of the full supply chain, and is meant to help the reader understand that the mathematical framework behind the materials flow and balancing is detailed enough to capture the different requirements in resources downstream of the supply chain.

![Figure 2: Supplier-Processing echelon interface diagram for case study mass balance](image)

4.2. Operational and Economic Functions

Based on the objectives of the modelling framework laid out previously the economic performance of the production process needs to be reflected in the model. This way, the costs and benefits in economic terms are allocated accordingly based on the different design alternatives being evaluated during the optimization process. In other words, the production cost of each type of product is dependent on the conditions and costs that are relative to each echelon of the network, so that the sales and thus the economic benefits can be measured in a significant criterion via the Net Present Value (NPV).

Each production stage is modelled as interconnected blocks representing stages and decisions that in turn reflect flows. Each block has an “Input”, reflecting a different production cost and material flow. Within
the block, e.g. “Orchard Production” process, different factors such as land area, and agricultural practices differences in unit cost and land yields are taken into account. The “Output” of this production stage is then raw materials (i.e. intermediate products) that will satisfy the material balance requirements, and will be reflected in economic terms per this modelling structure. This same concept is used throughout the different echelons in the supply chain in order to capture the key economic elements of the system (e.g. capital investment in equipment, transportation costs, etc.). Through this approach, a full picture of the supply chain is integrated into the objective functions set for optimization in the later stage of the methodology.

4.3. Transportation Functions

The transportation activities involved through the supply chain have an economic and environmental cost. For the case study there are four intermediate product types, i.e., pasteurized single strength (NFCOJ) organic and conventional orange juice, and concentrated multiple strength (FCOJ) organic and conventional orange juice that differ from their production cost, related to their operations but share the same transportation cost in terms of (kg.km) per mode of transport. These intermediate products are transported in bulk by different modes and routes; for our case study, transport is limited to sea freight transport from the port of departure of the region r selected, with two arrival port destinations. These ports service two main market regions, mainly France and Germany, the two largest consumers of fruit juice in Europe. Within each market region, a set of markets (10 in the case study) is made up of the most populated cities (10 in the case study). The economic cost from one location to its destination for each echelon connection in the network is expressed in $/kgkm; while the environmental impact of each transport trajectory is measured in kg of CO2 eq / kg.km. In parallel, the estimation of GWP, Water and Energy consumption is carried out for each component of the supply chain and their respective contribution is cumulated from the whole set of activities.

4.4. Objective functions

The modelling strategy is then formulated as a multi-objective optimization problem as follows:

\[
\min \left[ -NPV(x,y), GWP(x,y), Water(x,y), Energy(x,y) \right] \\
\text{s.t. } g_i(x,y) \leq b_i \\
x \in \mathbb{Z}^n, y \in \{0,1\}^m
\]

NPV is the Net Present Value ($); GWP refers to Global Warming Potential (kgCO2-eq); Water (L); Energy (kWh)

The objective functions are assessed simultaneously, through the NSGA-II algorithm, in order to evaluate the concurrent performances and behaviour of each criterion when evaluating different SC network design configurations, resulting in a Pareto optimal set of solutions.

5. Results

The effect of including water and energy consumption to the set of objective functions can be analysed through the use of the optimization framework. Some differences are observed compared to the case where they have not been explicitly considered. A wider spread of optimized alternatives in Case A (Figure 5a) has been obtained when including water and energy minimization explicitly as objective functions, compared to the detailed frontier formed when excluding them in Case B (Figure 5b). This is due to the non-dominated solutions that are found in the 4-objective Pareto front. A small difference is found at the frontier of the best trade-off solutions located in the range of 2.5 and 3 MS of the NPV axes of both cases (Figures 5a and 5b). In this region, high NPVs are found at reasonably low GWP values for both cases using TOPSIS with weights of 0.5 for NPV and GWP respectively. Similar observations can be made when looking at the quantities measured for water and energy use (Figures 5c and 5d). The same type of wider spread is seen for Case A (Figure 5c) that includes four objective functions and a finer
Pareto frontier for the case of the bi-objective Case B (Figure 5d), but with similar consumption rates for both resources.

It must be also highlighted that when water and energy are explicitly taken into account into the optimization criteria, the Pareto front alternatives produce solutions that survive the genetic algorithm discrimination process in the lower NPV values. In contrast, not surprisingly, the solutions of the bi-objective formulation of the problem eliminate solutions under approximately 1.5 M$ for NPV.

Several weights have been used in the TOPSIS method [19] to rank solutions for the two sets of optimization runs (see Table 1). Indeed there is a large difference for NPV value in favor of the bi-objective approach when using four criteria (e.g. weights), with a poor performance of water usage which is over 4 times higher. If we do not consider water and energy in the MCDM process (e.g. use two criteria; NPV & GWP) the results are very similar. Yet if there is a shift to consider water and energy in the same light as economic and mainstream environmental criteria, different solutions and new alternatives, that would otherwise be eliminated during optimization or taken for granted during the final decision making process, could change the space of feasible and attractive designs going forward.

**Table 1**: Top ranked solutions via TOPSIS the multi-objective and bi-objective strategies

<table>
<thead>
<tr>
<th>TOPSIS weights</th>
<th>Objective Functions</th>
<th>NPV (S)</th>
<th>GWP (kg CO₂-eq)</th>
<th>Water (L)</th>
<th>Energy (kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.25, 0.25, 0.25, 0.25)</td>
<td>(max NPV, min GWP, min Water, min Energy)</td>
<td>910 892</td>
<td>1 769 086</td>
<td>2 621 665</td>
<td>1 533 921</td>
</tr>
<tr>
<td>(0.25, 0.25, 0.25, 0.25)</td>
<td>(max NPV, min GWP)</td>
<td>1 976 941</td>
<td>1 312 148</td>
<td>13 990 126</td>
<td>1 109 524</td>
</tr>
<tr>
<td>(0.5, 0.5)</td>
<td>(max NPV, min GWP, min Water, min Energy)</td>
<td>2 381 225</td>
<td>1 819 796</td>
<td>16 226 358</td>
<td>2 612 070</td>
</tr>
<tr>
<td>(0.5, 0.5)</td>
<td>(max NPV, min GWP)</td>
<td>2 530 056</td>
<td>1 659 620</td>
<td>16 517 445</td>
<td>2 447 303</td>
</tr>
</tbody>
</table>

It must be highlighted that water and energy are captured only within the large blocks but could be modelled in detail in a finer model. For example taking into account agricultural practices with a high irrigation component and cleaning on batch containers represents a large percentage of water use in the
transformation process of many food products; in addition to energy consumption alternatives during transport such as natural gas, ethanol or electric vehicle use in the final mile transportation, the effect of alternative energy sources on food transformation process, such as scenarios with solar, wind, or other decentralized alternative sources of energy could also be incorporated in the design stages of new plants or even when retrofitting is possible.

Water and energy impact is captured only for the direct use of some key elements of the “supra-system” presented but could be extended explicitly through life cycle assessment (estimation of water and energy use for indirect inputs, such as the production of equipment, fertilizers, fuels, etc).

6. Conclusions

The study provides insight on the importance of water and energy evaluation during supply chain network design process in a food production system. Indeed, we are aware that the results concern a specific application, so that it is difficult to generalize the scope of the results. This study also emphasizes that it may be useful for GSCND practitioners to indirectly account for water and energy use along the supply chain by optimizing a correlated benchmark environmental criterion, such as GWP. By doing this practitioners may, at the exploratory stages of supply chain design evaluate performance using fewer objectives functions improving design throughput.

The inclusion of water and energy criteria explicitly in the design process is a key issue for processes especially when these resources are scares, i.e. in regions where energy and water security is a key factor in the feasibility of a supply chain project acceptance. This approach may provide a base framework in order to find interesting alternatives that fulfil local or regional restrictions (e.g. arid regions). Finally, the proposed approach is constructed on well-developed modeling and optimization strategies that can be solved in a straightforward manner. Future models may capitalize on new modeling and optimization strategies and software.
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Abstract. There is a growing concern about food production, the rational use of energy, and the impacts caused by anthropogenic greenhouse gas emissions on transport systems. With this concern in mind, the objective of this paper is to discuss the economic and environmental performance of different combinations of cargo vehicles. To do so, we explored the flow of soybean from Mato Grosso state to the ports. The results show that the combination of the stump semi-trailer presented the best economic performance, while the combination of the ‘rodotrem’ semi-trailer presented the best environmental performance. Moreover, this work points out the importance of the quality of the highways on the economic and environmental performance of soybean transportation.
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1. Introduction

Food production, the rational use of energy, and the preservation of the environment are considered significant challenges to be overcome in the coming years, given the population growth. According to the UN [1], the world population will reach 8.5 billion in 2030.

In this scenery, Brazil is considered one of the most massive granaries in food scale production [2]. Soybean is one of the most important worldwide commodities, and the country is considered the leading global in its production. The grain has several applications as a strategic protein source for both human and animal consumption. Furthermore, motivated by both the worldwide demand for soybean and the possibility of increased production and productivity, Brazil presents favorable environmental conditions for its production expansion.

Mato Grosso state is one of the leading Brazilian soybean producers, growing 32.30 million tons, equivalent to 27.08% of the national production, in 2017/18 year crop [3]. Around 55% of this production is destined for exportation [4, 5], which is dispatched by Santos/SP (45.34%), Barcarena/PA (20.02%), and Santarém/PA (10.05%) [6].

Furthermore, Mato Grosso production faces enormous challenges, among which stand out the environmental, social, and economic impacts [7–10]. Among them we can cite logistics deficiency such as transportation and storage capacity [11, 12]; great distances between producing areas to export ports, reaching up to 2000 km, and the emission of Greenhouse Gases - GHG, [12–15]. These factors directly affect the competitiveness of Brazilian soybean in the international market, even though the advantage of the low cost
of land for production [16, 17] and the high productivity rates [18].

The present study aims to discuss the economic and environmental aspects of the different types of cargo vehicle combinations traveling on good quality, low quality paved and unpaved roads, using as reference the harvest flow of the state of Mato Grosso.

This work is justified due to the importance of the road modal for the soybean supply chain and the national economy where is necessary to carry out thorough studies on the possibilities of economic efficiency gains and reduction of environmental impacts, existing within this modal, by combining different types of cargo vehicles.

The paper is organized as follows: This introduction in Section 1, a brief contextualization of the types, body types used, and Greenhouse Gas (GHG) emissions presented in Section 2, methodology discussed in Section 3, the results in Section 4, and finally final remarks and conclusions in Section 5.

2. Literature Review

2.1. Cargo combinations to transport soybean

The cargo transportation matrix in Brazil is centralized in the roadway transportation modal, which corresponds to 61.1% of the national matrix transportation, moving 485 million tons per useful kilometer, while the railway modal accounted for 20.7%, and the waterway 13.6% of the total cargo handling [19].

Excessive use of road transport presents several obstacles such as low capacity and fleet density, poor condition, high accident rates, and loss of grain in the transport flow [20, 21].

The movement of soybeans between the producing regions of Mato Grosso to export ports, combine different cargo vehicles and body trucks. The most common models are the combinations of a tractor truck and a semi-trailer, such combinations can range from 5 to 9 axles and total gross weight (PBT) range from 41.5 to 74 tons, Figure 1 [22].

![Figure 1: Cargo combinations. Source: Adapted from the National Department of Transport Infrastructure [23].](image)

The semi-trailers shown in figure 1 are: bulk carrier, hopper, or even tipper, respecting the axle and load capacity limits and their load specificities. Roulet [24] suggests that some types of semi-trailers are more flexible as the load handling demand, noting that the hopper semi-trailer can only unload soybean in high-performance hoppers and cannot perform return freight, while the tipper and bulk carrier can transport grain back to the port and back with the fertilizer.

The payload of different combinations have different fuel and tire consumption behaviors, directly impacting both economic and environmental variables [25, 26].
In addition to the economic aspects, it is necessary to consider the environmental aspect, which demands transport modes with lower fossil fuel consumption, as well as a reduction in CO$_2$ emissions and an increase in the useful life of tires.

According to the Energy Research Company - [25], the Brazilian transportation sector is responsible for consuming 32.2% of the energy matrix among the productive sectors, especially the transportation of cargo with diesel trucks.

Moreover, according to the National Transportation Confederation - [26], Brazil has 1,720,756 km of highways, of which only 211,468 km are paved, 58.2% is poorly maintained. Unpaved roads total 1,509,288 km, which, as well as paved roads, need improvement [26, 27].

2.2. Greenhouse Gas (GHG) Emission in Soybean Production Flow

Soybeans from the State of Mato Grosso are transported by various combinations of transport modes, through the main routes from production to their final destination, of which more than 60% are also carried out by road [28–30]. The main concern revolves around the use of road transport is related to the fact of the modal to be responsible for highest CO$_2$ emission. That said that in 2020 these emissions will be about 60% more than in 2009, reaching 270 million tons of CO$_2$ [31–33]. Comparing this forecast with rail and waterway transportation the result is alarming. It represents 62.5 Mt of CO$_2$, or 92% of the total, against 5% of rail and 3% of waterway [33].

Indeed, Brazil has the potential to mitigate CO$_2$ emissions in transportation, as it is a matrix of unstructured transport, especially in road mode, and there is a possibility of improving fuel quality using biofuels [32]. Routes using a modal road above 700 km significantly increase greenhouse gas emissions and should be combined with other modes of transport in order to mitigate these emissions, although road transport in Brazil and the state of Mato Grosso is the most important and used in the current scenario [35, 36].

3. Methodology

This work is characterized by exploratory, bibliographic and descriptive research in order to provide greater familiarity to discuss the economic and environmental aspects according to the different combinations of cargo vehicles and the conditions of the road pavements, the flow of soybean production of Mato Grosso/Brazil.

To achieve the proposed objective, the methodology was organized into two stages:

1) **For the analysis of the economic aspects:**
A 420 HP 6x4 tractor truck was used to pull the different types of semi-trailer;

   a) The values obtained for Scale Fuel Consumption (km/L), New tire life (Km) and retreaded tire life (Km) were obtained from surveys conducted with independent professional drivers, and values may vary depending on the driver's profile and driving style;

   b) The cost of diesel oil (BRL/km) was obtained considering the average price of diesel oil practiced at gas stations in Rondonópolis/MT according to information disclosed on the website of the National Petroleum Agency - [37].

   c) The values referring to Cost of new tires (BRL/km) and Cost of retreaded tires (BRL/km) were obtained through the Spread Costs per Km Spreadsheet for the State of Mato Grosso, disclosed by the Association of Transporters Grosso Cargo Station - [38];

2) **Environmental analysis:**
For calculations of greenhouse gas emissions, only one-factor was taken into account, namely the emission factor related to combustion of diesel used [41].

\[
Emission \ of \ Diesel: \ E_{jk} = \sum (FE_i \times \frac{Q_{\text{diesel}}}{Km} \times D_{jk}) \tag{1}
\]

Where:
Ejk corresponds to total CO<sub>2</sub>-eq emission per municipality of origin j and port of destination k; FEi corresponds to the CO<sub>2</sub>-eq emission factor of diesel, Q<sub>diesel</sub> consumed per kilometer, and D is the distance traveled of origin j and port of destination k in km.

a) An outflow route from Rondonópolis/MT to the Port of Santos/SP was established, with an average distance of 1,399 km;

b) The functional unit for this environmental aspect was considered as 1 kg of soybean to allow comparisons with other related studies;

Finally, the data were organized in a table, which will allow us to compare and discuss the economic and environmental aspects of the cargo vehicle combinations used in the production flow.

The variables, considered for analysis, were extracted from the literature consulted show [13, 20, 25, 26, 28, 33, 42] and indicated in the survey responses.

4. Results

The economic and environmental performance of the Combinations was evaluated on three different types of highways. In the first scenario, it was evaluated on a well-paved highway; in the second scenario on a poor-quality highway and finally on an unpaved highway, as can be seen in Table 1.

4.1. Performance of Cargo Vehicle Combinations on Good Paved Road.

In this first scenario, it is observed that despite the net load capacity of the stump semi-trailer is lower than the others, it presented the best economic performance.

When analyzing fuel consumption, this combination compared to the others, had less consumption than ‘rodotrem’ by 65%, lower than ‘bitrem’ by 47.14% and lower than the semi-trailer wrecked by 12%. Another advantage, observed in this combination, refers to the tires, it is necessary to invest BRL 23,274.00 for the 18 tires, while for a ‘rodotrem’ needs BRL 43,962.00 to replace the 34 new tires.

When considering the cost of retreaded tires, the stump semi-trailer had a lower cost per kilometer, being 53.85% lower than the ‘rodotrem’, 40% lower than the ‘bitrem’, and 25% lower when compared to the broken semi-trailer.

The difference in the cost per kilometer of new tires on the stump semi-trailer is 55.56% lower than the ‘rodotrem’, 33% lower than the ‘bitrem’, and 20% lower compared to the wrecked semi-trailer.

When considering the environmental performance analysis, the ‘rodotrem’ semi-trailer, traveling on a well-paved highway, had the lowest environmental impact in terms of CO<sub>2</sub>-eq emissions, as it had up to 50% higher load capacity compared to a stump truck for example, which emitted 0.044 kg CO<sub>2</sub>-eq/kg of transported soybeans or 44 kg CO<sub>2</sub>-eq / ton, i.e., 12 to 18.51% lower compared to other body types.

4.2. Performance of Cargo Vehicle Combinations on Low Paved Road.

In the second scenario, it was observed that the performance of different combinations of cargo vehicles was lower compared to good quality highways, such result was expected, as Torres et al. [19] state that road characteristics have a direct impact on transportation performance.

The fuel consumption of the stump semi-trailer, compared to the other combinations, was 52.54% lower than ‘rodotrem’, 36.72% lower than ‘bitrem’, and 15.25% lower than the wrecked semi-trailer.

Another advantage of this model over the others is the cost per kilometer of new and retreaded tires. For retreaded tires, it was 56.25% lower than the ‘rodotrem’. 36.36% lower than the ‘bitrem’, and 22.22% lower than the wrecked semi-trailer and, for the cost per kilometer of new tires, the stump semi-trailer is 57.14% lower than the ‘rodotrem’, 35.71% lower than the ‘bitrem’, and 25% smaller than the broken semi-trailer.

The precariousness of the most paved highways increases transportation costs and increases environmental impacts [19, 40]. In this sense, there is an increase in the CO<sub>2</sub> emission of all semi-trailers analyzed, precisely due to its lower diesel consumption efficiency/km.

It is observed that at low-quality conditions compared to good paving, there was a 20% average increase in CO<sub>2</sub>-eq emissions for the four body types. The stump semi-trailer had the highest emission of 0.068 kg CO<sub>2</sub>-eq/kg of transported soybeans, and the lowest emission corresponds to the ‘rodotrem’ reaching 0.052 kg of CO<sub>2</sub>-eq/kg of soybeans. The ‘rodotrem’ emits almost 24% less if compared to the stump, as it has higher load capacity and better fuel efficiency per kilometers driven.
Table 1: Behavior of combinations of cargo vehicles in pavement modalities.

<table>
<thead>
<tr>
<th>Grain Body Type (pulled by 420 hp tractor with 6x4 traction)</th>
<th>Good quality paved highway</th>
<th>Low quality paved highway</th>
<th>Unpaved highway</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rodotrem 9 axes 25 meters</td>
<td>Bitrem Articulate 7 axes (up to 30 meters)</td>
<td>Truck</td>
</tr>
<tr>
<td>Total Gross Cargo Weight (PBTC) (tons)</td>
<td>74</td>
<td>57</td>
<td>48.5</td>
</tr>
<tr>
<td>Net weight (tons)</td>
<td>50</td>
<td>38</td>
<td>30</td>
</tr>
<tr>
<td>Fuel Consumption with Scale Load (km/L)</td>
<td>1.7</td>
<td>1.9</td>
<td>2.5</td>
</tr>
<tr>
<td>Diesel Oil Cost (BRL/km)</td>
<td>BRL 2.31</td>
<td>BRL 2.06</td>
<td>BRL 1.57</td>
</tr>
<tr>
<td>Tire Quantity</td>
<td>34</td>
<td>26</td>
<td>22</td>
</tr>
<tr>
<td>New Tire Life (Km)</td>
<td>250,000</td>
<td>280,000</td>
<td>290,000</td>
</tr>
<tr>
<td>Cost with new tires (BRL/km)</td>
<td>BRL 0.13</td>
<td>BRL 0.13</td>
<td>BRL 0.13</td>
</tr>
<tr>
<td>Retreaded Tire Life (Km)</td>
<td>140,000</td>
<td>150,000</td>
<td>150,000</td>
</tr>
<tr>
<td>Cost of retreaded tires (BRL/km)</td>
<td>BRL 0.13</td>
<td>BRL 0.13</td>
<td>BRL 0.13</td>
</tr>
<tr>
<td>Consumption in liters of diesel to cover average distance from Rondonópolis/MT to the Port of Santos (1,399 km)</td>
<td>822.94</td>
<td>703.02</td>
<td>559.6</td>
</tr>
<tr>
<td>CO₂ emission</td>
<td>2,205.48</td>
<td>1,884.09</td>
<td>1,499.73</td>
</tr>
<tr>
<td>CO₂ emission per kg of soybean</td>
<td>0.044</td>
<td>0.050</td>
<td>0.050</td>
</tr>
</tbody>
</table>

Source: Survey Data
4.3. Performance of Cargo Vehicle Combinations on Unpaved Highway.

Cost efficiency and environmental impacts caused by cargo transport activities depend directly on the quality of the highways. Therefore, Fleury [41] points out that routes with better pavement bring better economic and environmental results and may generate a 7% reduction in GHG emissions into the atmosphere; however, 1,509,288 km of Brazilian highways are still unpaved [26].

The significant quantity of unpaved roads negatively impacts on the economic performance of cargo vehicle combinations, as can be seen in Table 1. Regarding the fuel consumption of the stump semi-trailer, it has been 52.63% lower than ‘rodotrem’, 35.88% lower than ‘bitrem’, and 12.44% lower than semi-trailer.

When considering the cost with retreaded tires, it is observed that the stump semi-trailer costs 50% lower than the ‘rodotrem’, 30.76% lower than the ‘bitrem’, and 18.18% lower compared to the broken semi-trailer.

The stump semi-trailer is a more efficient combination of cargo vehicles, when considering the cost of new tires per kilometer, as it is 54.16% lower than the cost per kilometer, 35.29% lower, than the ‘bitrem’ and, 21.42% smaller with the trailer wrecked.

In the environmental aspect, emissions from the different types of bodies under the unpaved road conditions significantly increased by more than 30% compared to good quality paving roads, confirming what Soliani [40] highlights that unpaved roads and/or inadequate conditions contribute to the increase of diesel oil consumption and consequently an increase in greenhouse gas (GHG) emissions. Trucked and stump body trucks emitted the most in the unpaved road scenario, was 1,994 kg CO$_2$ eq/kg soybean, justified by its carrying capacity.

5. Final Remarks and Conclusions

In the three types of pavements (good and low-quality paved road and unpaved road), when the economic aspect was evaluated, the 420 CV 6x4 tractor trailer stump semi-trailer showed the best economic relations.

The fact that the tractor truck is the same on all types of semi-trailers has justified the economic performance of the stump semi-trailer by the fact that its payload is half the payload capacity of a ‘rodotrem’ semi-trailer, allowing the tractor truck is driven smoother with progressive accelerations and braking and less torque, significantly reducing fuel consumption.

Another economic aspect to consider is the longer tire life (new and retreaded), which can be observed as a result of the reduced payload carried, is the more significant the mass to be displaced, the higher the rolling resistance, and consequently, the higher will be the tire wear. In this case, the stump semi-trailer has a new advantage, since its payload capacity is half the capacity of a ‘rodotrem’ semi-trailer.

However, when we consider the need to dispose of 32 million tons of soybeans produced in the state of Mato Grosso, it is observed that 1,280,000 stump semi-trailer combinations, or 1,066,000 wrecked semi-trailer combinations, or 842,105 combinations would be required semi-trailer or 640,000 ‘rodotrem’ semi-trailer to carry the production.

Although the stump semitrailer presented the best economic relations, it is necessary to reflect on the quantity of this combination that would be necessary to drain the Mato Grosso crop, considering that if the harvesting is done by the stump semitrailer combination 50 % more vehicles compared to ‘rodotrem’ semi-trailer.

Regarding the environmental aspect, it was considered three different scenarios for the quality of the highways, with four combinations of cargo vehicles, and by means of a methodology to calculate the diesel combustion burning emission factor, it was found that the best environmental performance was measured by combining the ‘rodotrem’ semi-trailer, with the emission of 2,205 kg CO$_2$eq or 0.044 kg CO$_2$eq/kg of soybean, for the stretch from Rondonópolis/MT to the port of Santos/SP.

The scenario that obtained the highest emission was the unpaved highway using the stump truck, which had higher emission when compared to CO$_2$/kg soybean, due to its lower load capacity, lower efficiency and its results in the unpaved road scenario, was 1,994 kg CO$_2$eq to carry 25,000 kg or 0.0798 kg CO$_2$eq/kg of soybean.

Eventually, we could conclude that the combination of the stump semi-trailer presented the best economic performance, but obtained the worst environmental result, besides demanding a larger volume of
combinations for the harvesting of the produced crop in Mato Grosso state. The best economical, as well as environmental performances, were obtained by the combinations that traveled on good quality paved highways;

The use of the ‘rodotrem’ semi-trailer combination presented the lowest economic performance when compared to soybean transportation however it was the combination that presented the best environmental performance.

Therefore, the importance of the quality of the highways on the economic and environmental performance of soy transportation is proven. Also, this study made it possible to identify that the Brazilian cargo transportation matrix needs investments, integration between modes, fleet modernization, and the use of technologies to improve both fuel consumption and tire wear performance.

The realization of this study prompted the study using this methodology to calculate the economic and environmental efficiency of the leading soybean outlets used in the state of Mato Grosso.
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Abstract. Natural disasters are affecting millions of people every year and causing billions of dollars of damage. Humanitarian relief operations aim to alleviate the suffering of the victims after the disaster. Performance of humanitarian relief can be measured with its efficiency and effectiveness. Coverage and speed of humanitarian response are two main components of its effectiveness. In this paper, we are trying to measure the response readiness of a humanitarian supply chain for an immediate disaster, by developing a metric called “humanitarian response readiness”. With this metric, we are measuring the coverage and speed capabilities of the humanitarian supply chain together, with a priori measurement approach.
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1. Introduction

Natural disasters are one of the biggest challenges humanity is facing today. Over the last 10 years, 3751 natural disasters affected two billion people and caused nearly 1.7 billion dollars of damage (IFRC 2018) [10] and with the effects of climate change, the frequency and intensity of the disasters are expected to increase around the world. After a natural disaster, many different organizations (NGOs, governmental agencies, military) start their relief operations to alleviate the suffering of the victims and prevent further damages and losses. Performance of relief operations depends on preparedness levels of the organizations before the disasters and their operational capabilities after the disaster. Preparedness activities are focused on facility location, prepositioning, resource allocation, transportation planning, and design of partnerships and contracts for relief operations after a disaster occurs [11]. Preparedness activities are directly affecting operational capabilities after the disaster.

Since human lives are at stake in case of a natural disaster, the performance of humanitarian relief operations has crucial importance. Although there are many challenges in defining performance indicators and measuring performance of humanitarian supply chains [12][15][17], it is obvious that with the increased number and intensity of disasters, scarce resources, funding competition humanitarian organizations needed to be more and more efficient and effective in their operations [12]. According to Neely et al. (1995) [13], effectiveness is the extent to which the customer requirements are met, and efficiency is a measure of how economically the resources are utilized while providing a given level of customer satisfaction. In humanitarian context, it is possible to measure the efficiency by using financial metrics like the cost of relief operations (procurement, transportation, prepositioning, staff), funding, donations and their characteristics over time [12]. For the effectiveness, Beamon and Balci̇k (2008) [12] suggests using metrics related with response time and number of items supplied and supply availability, since they are measuring the characteristics of the supply chain. In this paper we are using a somehow similar approach and define two capabilities of a humanitarian supply chain 1) response speed capability,
the capability of conducting relief operations in a timely manner and 2) response coverage capability, the capability of satisfying the needs of as many victims as possible. Current research measures these two capabilities separately by using performance data after the disaster. However, using response speed and coverage together is a better way of measuring effectiveness. For a successful humanitarian response, humanitarian supply chains need a certain level of speed and response coverage capabilities together. Since these two capabilities depend on the preparedness of the organizations, measuring coverage and speed capabilities together before the disaster and provide an idea about the expected performance of humanitarian relief would be very helpful for improving humanitarian response by changing or improving preparedness actions taken. However, due to the complex structure of humanitarian supply chains and uncertainties, it is not an easy task to forecast the expected performance in case of a natural disaster. In this paper we are trying to develop a metric called “humanitarian response readiness” that measures the response speed and response coverage capabilities of the humanitarian supply chain together with a certain budget, based on the current preparedness actions taken (i.e. supply-transport contracts, prepositioned inventories, facility locations, fleet, workforce). In the following section we will provide a literature review, then in the third section continue with the conceptual and mathematical formulation of the humanitarian response readiness. For better understanding, we will provide an illustrative example and finalize the paper with a conclusion about our results and future work.

2. Literature Review

According to Lauras et al. (2010) [14], performance measurement can be used either to design/modify a system, or to control an existing system. There are two types of measurement approaches; a priori and a posteriori. A priori performance measurement helps decision making with the knowledge we have before experience, where a posteriori performance measurement is used to evaluate the quality of the most recent decisions after experience. In our humanitarian response readiness metric, we are trying to measure a priori performance of humanitarian supply chains. Poister (2003) [15] explains the importance of performance measurement for nonprofit organizations: “Effective performance measurement systems can help nonprofit managers make better decisions, improve performance, and provide accountability”. Measuring the performance of humanitarian supply chains is harder than commercial supply chains, in which the performance metrics are relatively clear and easy to measure [16]. In humanitarian supply chains selecting appropriate performance metrics and measuring them is hard due to its complex structure. Kaplan (2001) [17] suggests that success for nonprofit organizations should be measured by how effectively and efficiently they perform under financial considerations. Beamon and Balcić (2008) [12] uses three performance metric types; resource, output, and flexibility, to measure the efficiency, effectiveness, and ability to respond to a changing environment respectively. Cost is taken as the predominant resource metric and cost of supplies, distribution costs, and inventory holding costs are used as the dominant resource metrics of humanitarian supply chains. The outcome metrics are categorized as the ones related with 1) response time and 2) the number of items supplied and supply availability. From here we can see that the paper relates effectiveness with response time and items supplied, similar to our response speed and response coverage definitions. However, the paper uses a posteriori performance measurement approach and measures response time and items supplied separately, while we aim to measure response speed and response coverage together with one metric with a priori performance measurement approach. Santarelli et al. (2015) [18] provides five different performance indicators to measure the response time, namely “project duration, average response time, delivery date reliability, goods-to-delivery time and presence of an organization’s warehouse in loco”. Here we can relate the average response time with our response speed however again the paper uses a posteriori performance measurement approach. Also, the last indicator can be related to response coverage, but it is only denoting the presence of a warehouse with prepositioned inventories within a 200km radius of the disaster area. So, it can only give an idea about the response coverage but cannot be used for measuring it. Although there are some other papers that are using metrics to measure response effectiveness none of them are using a priori performance measurement approach and measure response speed and response coverage together.

To best of our knowledge, there is not a metric that is developed for measuring the response readiness of a humanitarian supply chain. However, the term readiness appears very frequently in the papers about supply chain resilience. Ponomarov and Holcomb (2009) [1] states that to reduce the risk of possible damages,
supply chains must be designed to incorporate event readiness, provide an efficient and effective response, and be capable of recovering to their original state or even better post the disruptive event. This is the essence of supply chain resiliency according to writers. The papers about resilience consider readiness as being prepared for potential interruptions and their effects, and they are not interested in developing a metric that shows coverage and speed capabilities of a supply chain [2][3][4]. So, our definition of humanitarian response readiness is different than the readiness mentioned in resilience literature.

We can relate humanitarian response readiness with preparedness phase activities of a humanitarian organization. In the humanitarian context, disaster management is considered as a process with four sequential stages, mitigation, preparedness, response, and recovery. The mitigation stage aims to minimize the effects of the disaster whereas the preparedness stage aims at decreasing the response time by the advanced procurement and pre-positioning of needed supplies [5]. Papers in that area focus on decisions about facility locations, prepositioned inventory, procurement decisions, etc., however, there is not any metric developed to measure the response readiness of a humanitarian system under the current working scheme [5][6][7][8]. The papers are trying to optimize the response of the humanitarian organizations, not giving them an idea about their readiness in case of an immediate disaster.

3. Humanitarian Response Readiness

In this section, we will introduce our humanitarian response readiness metric, both conceptually and mathematically. After explanations, we will provide an illustrative example based on our experiences and efforts during a project with the Indonesian Red Cross.

3.1. Conceptual Model

In this section, we will first explain the concept of humanitarian response readiness and continue with its mathematical formulation. We mentioned that the humanitarian response readiness metric will be measuring response coverage and response speed capabilities together. Figure-1 shows the relations between humanitarian response readiness and different capabilities of the humanitarian supply chain.

![Figure 1: Humanitarian Response Readiness](image)

This figure will constitute the core of this section and we try to explain the relations represented. First, the importance of measuring response speed capability and response coverage capability together with one metric should be discussed. Each humanitarian organization has its target for the percentage of victims to cover through a time frame. For example, an organization may aim to reach the disaster area in the first 6 hours and deliver items for 20, 40, 60 and 100 percent of the victims in the first 12, 24, 30 and 48 hours respectively. This implies that response speed and coverage are not independent performance indicators since they are related to each other. Consider an organization that has enough prepositioned inventory or
procurement capability for covering a hundred percent of the demand, if the organization does not have enough delivery capability it will fail to meet with the target delivery times. Although a hundred percent of the demand will be met at the end, the organization will not be successful. It is the same for the reverse case, if the organization has the capability of delivering items very fast but it is not capable of covering enough demand, humanitarian response is again unsuccessful. We can conclude that response coverage and response speed capabilities are not meaningful performance indicators by themselves and organizations need high response speed and response coverage capabilities together to be successful in humanitarian response.

The effect of these capabilities on humanitarian response can be seen in the following charts. Figure-2 shows the expected value of cumulative demand after the disaster (with black) with cumulative supply scenarios (with red). The shape can change in length and wide based on the disaster and affected region, this figure is adapted from the expected number of arrivals figure in [5]. In the ideal case, the cumulative supply curve should not drop below the cumulative demand curve, which means a shortage. Figure-2 shows some possible scenarios;

Figure 2: Expected demand with possible supply scenarios

- In scenario-1 organization fails to meet with the demand through time periods, response coverage capacity is not enough for meeting with the expected demand
- In scenario-2 organization meets with demand at the end, however, it faces with shortage until the end. Both capacities might be bounding through time. For example, the organization may have enough coverage capability but may not be able to deliver items on time or vice versa. Moreover, the organization may not have enough response coverage and speed capability at the same time.
- In scenario-3 organization meets with demand and it is capable of meeting with higher demand
- In scenario-4 organization follows the demand exactly

The shape of a given supply curve can be changed in several ways as represented in Figure-3;

Figure 3: Effects of increasing different capabilities on the supply curve

1. If response coverage capability is enough but response speed capability is bounding, by keeping coverage capability constant and improving speed capability, the supply curve will in direction 1. This means, for delivering the same number of items, we need less time.
2. If response coverage capability was bounding and response speed capability was enough, by keeping speed capability constant and improving coverage capability, the supply curve will move in direction 2. Which means that we can deliver more items for the same time period.
3. If both capabilities are bounding, then both should be improved. Then the curve will move in the direction 3. Which means that we can deliver more items in less time.

Figure-2 and Figure-3 shows how response speed and response coverage capabilities are affecting humanitarian response, however there are other capabilities of humanitarian supply chain that are affecting these two capabilities. The response speed and response coverage capabilities are directly related to the procurement, fulfillment and delivery capabilities of the organization. For procurement organizations work with both local and global suppliers around the world. Both options have their own advantages and disadvantages [7]. Choosing local suppliers can provide faster delivery, higher cultural acceptance and stimulate the local economy, however that option cannot guarantee quality, availability and price stability. Choosing global suppliers will increase the availability of high-quality items and organizations can also get some discounts, however, there will be higher transportation cost and longer lead times. The performance of suppliers affects both response speed and response coverage. With higher product availabilities and lower process organizations can increase their response coverage, wherewith lower lead times they can deliver relief items in a shorter time period. We can relate the procurement capability of an organization with the best possible performance of suppliers in terms of number of items procured and delivery time required, with a given budget. Fulfillment capabilities are related to organizations’ ability to meet with demand after the disaster from their prepositioned inventory. Location and level of prepositioned inventory and performance of warehouses in dispatching are very important for fulfillment capabilities. If an organization can preposition enough items close to the disaster area and can start dispatching those items quickly after the disaster, it will be able to deliver more items in a shorter time after the disaster. Which implies improved response speed and response coverage capabilities. Delivery capabilities represent the organizations’ ability to transport items, equipment, vehicles and humans from or to disaster location in a timely manner. Organizations may have their own fleet (trucks, planes, ships) or rent after the disaster. In any case, the fleet should be able to carry the required items to the disaster area promptly on time. With increased delivery capacities, it is possible to deliver more items in a shorter time. We are trying to measure how ready the humanitarian supply chain to meet with the demand after a disaster, considering these relations and financial constraints.

3.2. Mathematical Model

In this section, the formulation of the humanitarian response readiness metric will be presented with an explanation of the needed parameters.

Sets
Items, $I = \{1, 2, ..., |I|\}$
Disaster scenarios, $S = \{1, 2, ..., |S|\}$
Time periods after the disaster, $T = \{0, 1, 2, ... |T|\}$

Parameters
$D_{i,s,t} \colon \text{Expected average cumulative demand for item } i \text{ under scenario } s$
$\text{for period } t, i \in I, t \in T, s \in S$
$E_i \colon \text{Weight of item } i, \sum_{i \in I} E_i = 1$
$Y_{i,s,t} \colon \text{Maximum amount of item } i \text{ that can be delivered until the end of time period } t \text{ under scenario } s$
$p_s \colon \text{Probability of occurrence of scenario } s$
$r_i \colon \text{response readiness for item } i \text{ over all scenarios}$

$$r_i = \sum_{t \in T} \sum_{s \in S} P_s \min \left(\frac{D_{i,s,t} Y_{i,s,t}}{E_i}, 1\right), \text{ for } \forall i \text{ such that } D_{i,s,t} \neq 0$$

$R \colon \text{Response readiness of the whole system over all items and scenarios}$
\[ R = \sum_{i=1}^{E} E_{i}r_{i} \] (2)

The idea behind the readiness is very simple, how ready the system is to respond to different disasters with different intensities in different locations. Using scenarios about possible disasters in different locations might be a good way of dealing with the uncertainties. To create scenarios for a region or country, we can use data about disaster history. In each scenario, we need the disaster(s)’ type, location, intensity, affected population and can derive expected demand from these parameters. After, by using response coverage and response speed capabilities we are obtaining maximum possible supply \((Y_{t,t+1})\) with given budget constraints and derive our response readiness metric by comparing demand and supply. First, we obtain response readiness for each type of relief item, then their weighted sums give the overall response readiness of the whole system over all items and scenarios. It is obvious that \(Y_{t,t+1}\) depends on the decisions of the organization. It is possible to maximize the \(Y_{t,t+1}\) with an optimization model, which can be a topic of another paper. Next, we will provide an illustrative example.

### 3.3. An Illustrative Example

Since we are working with the Indonesian Red Cross Society, we created this illustrative example about Indonesia based on our field experiences and data available at [9]. The values in the example are not real but created in a logical way; since the locations of the warehouses and provinces are real, we were able to create lead times and delivery times based on these locations. During our visit to Indonesia, we collected data and information about the working scheme of the organization. Indonesia has the world’s 4th largest population with nearly 268 million people [20]. It has 34 provinces and almost 14 thousand islands, which makes transportation inside the country very complicated. Indonesian Red Cross Society has six regional warehouses to respond to disasters all around the country. In our illustrative example, time periods are 12 hours and we have 9 periods. Also, we assumed that there are six regional warehouses and each of them is serving preassigned provinces in their regions. Figure-4 shows regional warehouses and provinces.

![Figure 4: Provinces and regional warehouses](image1)

![Figure 5: Location of suppliers and regional warehouses](image2)

We considered five relief items, representing five main kits Indonesian Red Cross is distributing, with different usage values for the length of time periods. Based on current practices, we assigned some prepositioned inventory for each warehouse, between 2000 and 5000 items. We assume that each item’s priority is the same. For cumulative demand, we used the usage values for periods and multiplied them with number of arrivals obtained from the arrival function adapted from [5], which is a logistics function:

\[ f(x) = \frac{L}{1 + e^{-k(x-x_0)}} \] (3)

Where \(x_0\) is the sigmoid midpoint, taken as 36 hours [5], \(L\) is the curve’s maximum value, taken as total affected people in scenario \(k\) is the logistic growth rate, taken as 1. For each item, we used five different suppliers (Figure-5) with different capacities, price, and lead time values. Lead times are assumed to be exponentially distributed. We assumed that the items purchased from a supplier directly go to warehouses and delivered from there, without waiting for other suppliers, with some exponentially distributed delivery time. For supplier selection, it is assumed that the organization will always prefer the cheapest suppliers and try to buy as much as possible from the cheapest supplier. Each warehouse has a fleet of 5 identical trucks with a capacity of 10000 for each type of items, for simplicity we assume volumes of items are the same. Also, for simplicity, we assumed that the ships are available at seaports when they are needed. For scenarios, we used the EM-DAT [9] database which contains data of more than 21,000 disasters since 1900. EM-DAT provides information about the type, start-end date, location of the disaster and the number of affected people. EM-DAT disaster data for Indonesia from January 1980 to March 2019 was used in this study. Only earthquakes, floods, and volcanic activities were considered since other disaster types did not
have enough available data. Each disaster was categorized as high, medium or low intensity, based on the number of affected people in the disaster. Categorization made by using the percentiles of affected people; the high-intensity disasters belonged to 69 to 100 percentile range, medium intensity disasters belonged to 33 percentile to 69 percentile range and low-intensity disasters belonged to 0 to 33 percentile range of the number of affected people for the corresponding disaster. While creating scenarios we assumed that some disasters may affect the performance of the organization together, if their occurrence time is close to each other. So, we grouped the disasters that happened in the following seven days of an already occurred disaster and assumed they happened at the same time, in other words, the organization needs to face them at the same time. Then, we get the frequencies of different disaster combinations with their intensities. The probability of a scenario is obtained by dividing the corresponding occurrence frequency to total occurrence frequency. Figure 6 shows different types of scenarios, respectively; multiple disasters (earthquake and flood) happened in different locations, single disaster (volcanic activity) affecting single province, and single disaster (flood) affecting multiple provinces.

For each scenario, we selected one representative from the database. After getting all the scenarios, we calculated the humanitarian response readiness with a budget of $100,000 and obtained the readiness value of the humanitarian supply chain. Table 1 shows \( \sum_{s \in S} \frac{p_s \cdot \min \left( \frac{d_i}{d_{f,s}} \right)}{d_{s,t}} \) values, which is the expected average fraction of demand met overall scenarios, for each item for each time period. By getting the average of each row, we obtain \( r_i \) values for each item. We found \( r_i \) values as 0.77, 0.74, 0.81, 0.85 and 0.77 respectively. Since we assume each item has equal importance, our final response readiness value was 79%. This response readiness means that the humanitarian supply chain, with its all components, can meet with overall 79% of expected demand through different time periods in case of a possible set of disaster scenarios. It should be noted that it is possible to get better readiness values under the same conditions with the same budget, by making better decisions. For example, increasing prepositioned inventory levels to 10000 results in an 82% response readiness. As shown here, organizations can use the readiness metric to see the effects of different improvements and changes in their preparedness to their expected performances in case of a disaster and make decisions about how to spend their money accordingly. It is also useful in highlighting the effects of different prepositioned inventory levels or different supplier selections through a single metric. Being able to test the expected results of their actions and decisions before the disaster occurrence is very important, since human lives are at stake in case of a natural disaster.

Table 1: Expected average fraction of demand met over all scenarios for each item and period

<table>
<thead>
<tr>
<th>Period Items</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.90</td>
<td>0.86</td>
<td>0.80</td>
<td>0.76</td>
<td>0.74</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.77</td>
</tr>
<tr>
<td>2</td>
<td>0.87</td>
<td>0.81</td>
<td>0.77</td>
<td>0.74</td>
<td>0.71</td>
<td>0.68</td>
<td>0.68</td>
<td>0.68</td>
<td>0.68</td>
<td>0.74</td>
</tr>
<tr>
<td>3</td>
<td>0.87</td>
<td>0.87</td>
<td>0.84</td>
<td>0.82</td>
<td>0.80</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td>0.81</td>
</tr>
<tr>
<td>4</td>
<td>0.99</td>
<td>0.92</td>
<td>0.89</td>
<td>0.87</td>
<td>0.83</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
<td>0.86</td>
</tr>
<tr>
<td>5</td>
<td>0.90</td>
<td>0.86</td>
<td>0.80</td>
<td>0.76</td>
<td>0.74</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.77</td>
</tr>
</tbody>
</table>

4. Conclusion

The complexity of humanitarian supply chains makes it harder to predict the performance of humanitarian response in case of an immediate disaster. If humanitarian organizations can see their expected response performance in case of a disaster, they can better prepare and see the weaknesses of their system. In this paper, we introduce measuring the humanitarian response readiness of a humanitarian supply chain, by using response speed and response coverage capabilities with a priori performance measurement approach.
Having such a metric can help humanitarian organizations to analyze the humanitarian supply chain with a holistic view and see the effects of different improvements and changes on expected response performance after the disaster. Although donations are very important in humanitarian relief, the current assessment of response readiness does not consider them. For different disasters and intensities, we can come up with expected donations for each time period and add it to scenarios as well. At first look, this metric can be seen as a service level indicator, however, we are trying to consider different capabilities (procurement, fulfillment, and delivery) and the relations between different components of the humanitarian supply chain (contracts, agreements, capacities). Building on this exploratory research, we are planning to explore the consequences of low readiness values (i.e. more fatalities and damages, higher costs, etc.) and model how to optimize readiness for the whole humanitarian supply chain.
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Abstract. As described in the literature, the demand characteristics could influence the food distribution configuration. The aim of this paper is to explain how these demand characteristics can be used to describe the logistic requirements for food distribution configuration. With this aim, the chosen methodological approach integrates a literature review, interviews of stakeholders involved in the distribution system and a survey to the French industrial sector. Results describe the logistic requirements from food distribution found in the literature review according to the different actors, products and distribution configuration adopted. Furthermore, the logistic requirements extracted from the literature review are compared with the primary data collected to establish the main logistic requirements linked to the conscious demand in the food supply chain for the food distribution configuration. The main logistic requirements defined are linked to facility location, supplier selection and distribution optimization due to the logistic platforms and transportation strategies development. Finally, the results of this research provide information to food supply chain actors when designing the food distribution circuits aiming to answer to conscious demand characteristics that are emerging.
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1. Introduction

To feed the world, food logistic organization is a crucial factor [1]. The goal of the urban food supply system is to satisfy the food city requirements considering the quality and quantity specifications demanded [2]. Nowadays, there is an increasing need for developing food distribution strategies on a social, economic, and environmental sound basis that have been encouraging a research effort in the fields of food system sustainability. This is reinforced by increased product quality demands [1] and the increasing environmentally consciousness of consumers [3].

Oglethorpe and Heron [3] listed emerging solutions that encourage the reduction of large distribution networks. It involves less processed food, packaging reduction, more organic products and local products consumption making the food distribution process less environmentally damaging. This is one of the reasons why these changes in food quality and consumptions patterns influence changes in how the food is supplied and distributed, and consequently, the way the food distribution circuits are designed. This makes possible to configure different food distribution schemas and a variety of distribution channels by which food is supplied to final consumers [4].

Consequently, the food distribution systems become extremely divers and complex, increasing the complexity of defining and classifying the consequent supply chains [1]. This complexity can be reflected
in the number of food actors involved, the logistic requirements according to the food type and the distribution configuration adopted [4].

With the aim of decreasing this network complexity and of satisfying consumers who demand greater quality and traceability in the food supply chains, alternative forms of consumption in conventional food systems have emerged [1][Erreur ! Source du renvoi introuvable.][6]. One of those is the consumption of local products restringing a distribution configuration with a maximum of one (or ideally none) intermediary between the producer and the consumer, reducing externalities caused by conventional long distribution circuits [6].

As described above, the demand characteristics may influence the food distribution configuration. This paper explains how these demand characteristics can be used to describe the logistic requirements for food distribution configuration. With this aim, the paper begins with the definition of the food flows in the distribution system, then explains the food supply and distribution actors, types of products and detail the different configurations of distribution circuits, channels, and networks. Furthermore, it explains the logistic requirements for food distribution according to the different actors, products and distribution circuits adopted. Considering the institutional catering as a sector with a stronger environmental consciousness demand [8], the logistic requirements are identified and compared based on the primary and secondary data collected to establish the main logistic requirements linked to the conscious demand in the food supply chain for the food distribution configuration.

2. Literature review

This subsection explains the main logistic requirements found in the academic literature regarding the actors, the types of products and the distribution schemas adopted. According to Fredriksson and Liljestrand [1], the main stakeholders in the food supply chain can be grouped in 4 categories:

- primary producers: agriculture producers which grow the raw fresh products;
- industrial producers: transformation companies which transform raw products into agro industrial products;
- wholesalers and distribution companies which deal with the distribution processes,
- and retailers which remain the interface with end-consumer.

Moreover, in food retailing and Ho.Re.Ca. (Hotels, Restaurants and Catering), it is important to distinguish between independent retailers, organized/franchised/corporate retailers and grocery stores [9].

The logistic requirements according to the food product types impose constraints such as: perishability, sensitivity to the surrounding environment, seasonality in demand and supply, the dependency on natural conditions for production and the demands on quality and traceability [1]. Moreover, food quality regarding the sensory properties of fresh products (taste, odor, appearance, color, size, and image), and the food traceability regarding the product safety issues are important [1]. For chilled products, demands on the duration and conditions of storage, processing, and transportation, which limit the possibilities of distribution are important. Finally, for frozen products, the warehouse location, either close to the harvest/production or close to the market is important.

Nevertheless, various authors [10][4][11] define as logistic requirements for all types of food products:

- Short lead times and just-in-time deliveries.
- Specific handling procedures.
- Regulatory issues (related to temperature requirements): thermal integrity of the shipments.

Compared with other non-highly perishable food and non-food supply chains, these logistic requirements result in higher consumption of energy, lower levels of consolidation and lower efficiency, leading to additional costs for transport operations [1].

Finally, [1] and [13] describe the main logistic requirements according to the distribution circuit adopted. [16] describes the main logistic requirements according to the distribution circuit and channel adopted. [1], [4] and [10] define the logistic requirements according to the food distribution channels regarding the place
of food consumption: logistic requirements for food distribution "at home" consumption and for food distribution "out of home" consumption. Table 1 summarizes this overview.

Table 1: Logistics characteristics and requirements for each stakeholder’s category in the food supply chain (authors’ elaboration, adapted from [1], [4] and [10]).

<table>
<thead>
<tr>
<th>Stakeholders</th>
<th>Logistics characteristics and requirements</th>
</tr>
</thead>
</table>
| Primary producers                     | • They need to ensure food traceability and quality during the distribution process.  
  • Collective organization to transport the food.                                                                                                                                       |
| Industrial producers                  | • They are interested in delivery speed and geographical location, considering products’ perishability and specific distribution solutions, being then cost-sensitive.  
  • They prefer not to postpone production steps to suppliers, because they think logistics service providers have limited knowledge of food quality or lack flexibility.  
  • They need manufacturing flexibility because of their relatively high product and volume variety.                                                                                      |
| Wholesalers                           | • They are interested in improving the distribution because for them transport costs are an important issue when source their fresh food products.                                                                                              |
| Retailers                             | • They are interested in distribution issues because a substantial part of the operations costs of food retailers are the logistics costs.  
  • They depend on high availability on the store’s shelves.  
  • They are looking for well-developed distribution strategies that provide them with a competitive advantage.  
  • They promote vertical integration within retailer’s networks, focus on logistics management aiming to improve their logistics systems continuously.                                                                                      |
| Corporate retailers                   | • They invest heavily in distribution networks to take control of deliveries and increase overall supply chain efficiency.  
  • They are interested in consolidating supplies upstream of stores at centralized distribution centers.  
  • They are interested in achieving economies of scale through centralized, more consolidated and less frequent deliveries.                                                                                  |
| Independent retailers and Ho.Re.Ca.1 sector | • They often do not control deliveries, a shippers are responsible for goods transport.  
  • They usually do not pay for the transportation directly and have no contact with carriers except for the receipt of the delivery.  
  • They are supplied frequently, because they have diverse suppliers, with a predominant use of their own vehicles and low vehicle fill rates.                                                                                          |

3. Methodology

The proposed methodology is structured as follows:

1. First, a literature review of logistics requirements and needs was carried out to identify the main logistics requirements related to green food supply chains already shown in the literature. This phase has made the object of previous published works [11][12]. The results of this review allowed identifying a first set factors influencing green products’ demand, in agrifood supply chains.
2. Once this first set of factors identified, a set of semi-structured interviews was carried out to affine those factors’ set and pre-select a set of requirement categories and prepare a quantitative survey to go in-depth on the question.
3. From that pre-selection of requirements, a quantitative survey is carried out to define the most relevant requirements to green food supply chains. That survey will state on the potential of each requirement category to improve and green the food supply chains (a first part of the survey related to green logistics factors influencing products’ demand is presented and analyzed in [11]).
4. With the survey’s results, an assessment method is deployed to state on the potential gains (in terms of transport distances and/or times). This part is an ongoing work and will be not presented.
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here, but it is important to show that the present work aims at feeding a quantitative modelling and assessment approach.

3.1. Semi-structured interviews

The semi-structured interviews are based on open-end questions to stakeholders of the food supply for the school canteens in Saint-Etienne, France. To conduct semi-structured interviews and ensure high-quality research, two documents were created: an interview protocol, and an interview guide. The interview guide was developed following the IDPA model (in French: Identification, Diagnostic, Prospective, Amélioration) and the details of the interviews, as well as the guides and protocols, are detailed in [8].

The IDPA model establishes four phases: (1) identification of the situation, (2) diagnosis, (3) foresight and (4) improvement. This guide was used to make the questions as effective and efficient as possible without forgetting any important issue to collect and document all impressions and experiences from each interview.

The sample was designed following the snowball sampling method [13]. In total, six semi-structured interviews were conducted. Such interviews can be seen as a preliminary work to identify variables to consider in the quantitative survey. Therefore, the results of the interviews where then completed with an exchange with a focus group of 6 researchers to ensure that a sufficient number of stakeholders were interviewed, as well as with a set of contextual secondary data read prior to the meetings, to increase trustworthiness.

3.2. Survey

The survey questionnaire was part of a larger survey about environmental criteria (see [11]), which aim was to examine the influence of environmental quality on product’s demand. However, we present here an unpublished part of the survey, the published part dealing with eco-responsible practices that influence products’ demand, and this paper being related to the logistics requirements. That survey was completed with a set of 57 questions regarding how those criteria can be declined into logistics requirements, and starting from the list of requirements issued from the literature review and the semi-structure interviews, the importance of each requirement category and the presence of it in current logistics practices was asked. The survey was administrated through a self-completed questionnaire by internet on Limesurvey survey platform. It was conducted from April to August 2018. Firstly, a pilot survey was carried out among few professionals to validate the understanding of the questions.

Regarding the sample, the respondents’ database was obtained from 2 different sources: (i) 6600 e-mails of managers of agro-industrial companies from the French Kompass database, and (ii) 850 emails of producers, transformers and distributors from the agro-industrial sector form the Auvergne-Rhône-Alpes Observatory. After e-mails validation, the final size of the population obtained was 5820. The composition of the sample of respondents is shown in Table 2. In total, 555 anonymous questionnaires were received, 307 questionnaires were excluded due to incomplete information, having 248 valid questionnaires (i.e. a response rate of 9.5%, which is high with respect to surveys of that nature, and a rate of valid responses of 4.2%, an average-high value for this type of surveys).

The majority of respondents work in small and medium companies. However, 43% of the total companies surveyed are part of a group. Industry types were grouped according to their main activity based on the NAF typology of the National Institute of Statistics and Economic Studies (INSEE), since it is the French standard used in freight demand modelling and has recently been compared to other classifications, like the NACE or NAICS for quantitative generation of logistics demand [15][16]. Despite some biases due to sampling and clustering of industries, the distribution among the study industries is fairly representative. The profile of the respondents is over 90% of high qualified profiles, including executive officers and engineers. This fact is confirmed by the years of experience that respondents have in that job, the majority have over 6 years of experience in that job, and more than 50% of the respondents have over 10 years of
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experience. Finally, each area involved is between 10% and 20% of the total answers, which means that each area is fairly representative in the study.

Table 2: Respondents’ demographics

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Company size (INSEE classification)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Micro: 5 employees or less</td>
<td>13</td>
<td>5.2%</td>
</tr>
<tr>
<td>Small: Between 6 and 50 employees</td>
<td>111</td>
<td>44.8%</td>
</tr>
<tr>
<td>Medium: Between 51 and 250 employees</td>
<td>84</td>
<td>33.9%</td>
</tr>
<tr>
<td>Large: Over 250 employees</td>
<td>40</td>
<td>16.1%</td>
</tr>
<tr>
<td><strong>Group</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Part of a group</td>
<td>107</td>
<td>43.1%</td>
</tr>
<tr>
<td><strong>Industry type (INSEE classification)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fruit and vegetables industry</td>
<td>19</td>
<td>7.7%</td>
</tr>
<tr>
<td>Meats industry</td>
<td>43</td>
<td>17.3%</td>
</tr>
<tr>
<td>Fish industry</td>
<td>13</td>
<td>5.2%</td>
</tr>
<tr>
<td>Grain industry</td>
<td>16</td>
<td>6.5%</td>
</tr>
<tr>
<td>Dairy industry</td>
<td>29</td>
<td>11.7%</td>
</tr>
<tr>
<td>Beverage industry</td>
<td>10</td>
<td>4.0%</td>
</tr>
<tr>
<td>Pasta and Bakery industry</td>
<td>34</td>
<td>13.7%</td>
</tr>
<tr>
<td>Animal feed industry</td>
<td>17</td>
<td>6.9%</td>
</tr>
<tr>
<td><strong>Job position</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Executive officer</td>
<td>170</td>
<td>68.5%</td>
</tr>
<tr>
<td>Engineer</td>
<td>55</td>
<td>22.2%</td>
</tr>
<tr>
<td>Technician</td>
<td>20</td>
<td>8.1%</td>
</tr>
<tr>
<td>External consultant</td>
<td>3</td>
<td>1.2%</td>
</tr>
<tr>
<td><strong>Experience</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 2 years</td>
<td>19</td>
<td>7.7%</td>
</tr>
<tr>
<td>Between 2 and 5 years</td>
<td>41</td>
<td>16.5%</td>
</tr>
<tr>
<td>Between 6 and 10 years</td>
<td>42</td>
<td>16.9%</td>
</tr>
<tr>
<td>Over 10 years</td>
<td>143</td>
<td>57.7%</td>
</tr>
<tr>
<td><strong>Area</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corporate Social Responsibility - Quality</td>
<td>139</td>
<td>19.8%</td>
</tr>
<tr>
<td>Purchasing - Supplies</td>
<td>104</td>
<td>14.8%</td>
</tr>
<tr>
<td>Production</td>
<td>101</td>
<td>14.4%</td>
</tr>
<tr>
<td>Logistics</td>
<td>72</td>
<td>10.3%</td>
</tr>
<tr>
<td>Marketing - Distribution</td>
<td>100</td>
<td>14.2%</td>
</tr>
<tr>
<td>Communication / Marketing</td>
<td>84</td>
<td>12.0%</td>
</tr>
<tr>
<td>Direction – Human Ressources Management</td>
<td>102</td>
<td>14.5%</td>
</tr>
</tbody>
</table>

4. Results

Based on the feedback from the development of the semi-structured interviews, it was possible to determine that the consumer’s consciousness is growing and in consequence, there is a strong demand for sustainable food supply. This enforces the need for adapting the food distribution in order to improve its environmental performance while remaining food supply chains economically competitive.

One of the most common logistic requirements mentioned by all the interviewees was the need for strong involvement of local actors in the food supply. This logistic requirement can be explained as a crucial question of spatial distances; perceived as proximity circuit, a term used to characterize the length in local food approaches [17][18]. which means a short distance between producers and consumers. Another logistic requirement that was raised was the importance of the collaboration between the actors to improve the distribution system activities in the entire supply chain.

This collaboration requirement involves:
- Development of information system to share information about the demand quantities.
- Transportation sharing among the actors involved.
- The food consolidation strategies to be developed between producers to build a robust offer and
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a centralized distribution.

This allows them to take control of deliveries and increase overall upstream distribution efficiency. Regarding the sustainability issues of the distribution system, another logistic requirement evoked was the request of using clean technologies during the food distribution. The retailers and the wholesalers use clean vehicles (gas powered freight vehicles) as a call-tender requirement from the public agent. Finally, another logistic requirement mentioned by all the interviewed was the need for a distribution network flexibility. This flexibility is requested in terms of food conditioning and quantities, but also in terms of delivery time and frequency.

Concerning the survey’s results, we observe two main macro-categories of requirements. The first deals with purchasing practices and can be used to describe the logistic requirements for sustainable distribution related with the selection of local suppliers. From those, the most popular measures are the selection of local producers (which is selected by 69% of the respondents as a solid way of increasing the product environmental quality), cooperation with suppliers (indicated by 55% of the respondents) or the establishment of a responsible purchasing policy (48%). Figure 1 shows the selection rate (in percentage) for each practice.

![Fig. 1: Logistics requirements in terms of purchasing practices](image)

The second macro-category is related to distribution practices that can be used to describe the logistic requirements for sustainable distribution. The respondents highlighted:

- the optimization of kilometers travelled for transportation and logistics pooling (60,7%)
- internal (warehouse or production) logistics collaboration (53,6%).
- location decisions: near to the market (35,7%) and suppliers (28,6%).
Figure 2: Logistics requirements in terms of distribution practices

Figure 2 shows the main logistic requirements related to distribution practices. From that, we observe that practices that influence the product demand are related to the geographical proximity with the stakeholders. This impacts the decisions related to the facilities location such as (i) the location of distribution points close to the market and (ii) the location of production facilities close to suppliers.

5. Discussion and conclusion

The actors in the food supply chain are becoming more aware of the need for the food logistic organizations improvement regarding the increasing environmental conscious demand (Palacios-Argüello et al, 2018). Distribution is then a relevant topic of research nowadays with the logistic request of food products going more quickly from primary producers to consumers while they increasingly consider sustainability externalities. However, because of the different logistic requirements, different distribution configurations are needed that reduce the external impacts of food transportation by improving local supply and strengthening the collaboration among the actors of the food supply chain. Therefore, the decision support in distribution scheme configuration is one of the main research directions that will be followed.

Besides, regarding the logistic requirements collected and compared to the literature review, it is possible to affirm, thanks to the semi-directive interviews, that there are three kinds of logistic requirements that actually influence the food distribution configuration: (i) Distribution circuit design regarding the facility location that could be near to the market or near to the suppliers. (ii) Suppliers choice regarding the product characteristics requested and the proximity relationship considering the supplier location. (iii) Distribution optimization considering logistic platforms and transportation strategies (i.e. distance travelled reduction, increasing vehicle’s fill rates, decreasing environmental impacts).

In conclusion, the logistic requirement for food distribution configuration collected from the environmental conscious demand characteristics can be: facility location (either near to the market or to the suppliers); the supplier selection (based on product characteristics and supplier location related to a proximity relationship); and the distribution optimization due to the logistic platforms and transportation strategies development (i.e. distance travelled reduction, increasing vehicle’s fill rates, decreasing sustainability externalities).

However, the survey being conducted in a national context (France), context and culture factors would have an impact on the nature of responses and transferability issues. Concerning the relationship between cultural factors and the responses, it is difficult to address possible bias and influences with a unique, country-based survey, but two main elements can be stated here. The first is that the agrifood sector, although very heterogeneous, presents a subset of stakeholders having an international, global and standard supply chain orientation. As the surveyed companies were mainly from those supply chains, answers would follow the logic of such global practices, and reduce cultural influences, although they would not be zero. The second is that the methodology is replicable and transferrable, since data collection and processing methods remain standard and follow a scientific path, so they are able to be applied to other contexts. In that sense, replicating the methodology in other countries, if keeping a homogeneity of hypotheses and assumptions,
would allow to produce evidence of this cultural influence (this was not the aim of this research, but would be a possible future development).

Moreover, and to address other research limitations, the logistic requirements for food distribution discussed in this paper are only based on the methodological approach adopted to collect information from the literature review, the interviews of stakeholders involved in the distribution system and the results from a survey to the French industrial sector. However, it is possible that there are some logistic requirements imposed by the final consumers that are not considered. Finally, the results of this research provide information to food supply chain actors when designing the food distribution circuits aiming to answer to conscious demand characteristics that are emerging.
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Abstract. At first glance, freight consolidation may appear simple, but it is supported by many variables and a large diversity of methods and strategies, which make it a complex notion to understand and to apply in many real situations. Freight consolidation consists of grouping different products into a single batch of goods or areas, for different purposes such as maximizing loading space, the quantity delivered in the same vehicle, the quantity delivered to the same destination, or reducing the distribution costs. Through a literature review, it was noticed that operational research is often used to explain the advantages of freight consolidation. The present study improves freight consolidation using the data mining approach. A case study, in a real situation, supports the conclusions. The results show that applying data mining techniques such as association rules provides some insights and helps a manager in the decision-making process.
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1. Introduction

In the area of big data and mass customization, customers are becoming more demanding and versatile. A race toward efficiency is taking place to acquire and retain them. Shorter planning cycles and accelerated deliveries at a lower cost are expected from companies in order to remain competitive. A tradeoff between stocking costs and delivery costs needs to be found. Freight consolidation comes as a plausible solution to the problem. Even though it is a fairly old concept, freight consolidation is still drawing the interest of many researchers, [1-4] leading to better supply chain management. That’s why companies should watch the evolution of technology and techniques that could enhance the efficiency of their processes and allow them to take advantage of the massive amounts of data stored. The choice of literature for solving this tradeoff has mainly used operational research. This paper aims to use data mining techniques as an alternative solution to improve freight consolidation.

The remainder of this paper is organized as follows: section 2 discusses a literature review of freight consolidation and data mining techniques. Section 3 presents a proposed methodology regarding the consolidation using association rules. Section 4 presents a case study using data from our industrial partner, and in section 5 the results will be presented and discussed, followed by the conclusions in section 6.
2. Literature review

This section is an overview of freight consolidation and data mining concepts; each subpart shows the pertinent definitions, objectives and tools that will facilitate an understanding of the case study.

2.1. Freight consolidation

According to [1], “The consolidation concept has been known for hundreds of years and the practices are widely used in rail, ground, sea, and air transport”. Various definitions of freight consolidation have appeared over the years. This section will present some of them and discuss the objectives and classifications of freight consolidation.

2.1.1. Definition and objectives

Freight consolidation was defined by [1, 5] as the combination of many small shipments so that a larger and more economical load of goods could be grouped together on the same vehicle. Traditionally, the consolidation has been classified as temporal, spatial or product based [11]. The objectives of consolidation are to take advantage of the price reduction associated with larger loading sizes, common to the railways, road haulers and airlines [6, 7]. Consolidation permits managing distribution costs efficiently and effectively [2, 4, 6, 8, 9, 10]. Grouping and combining products at different locations and at different times in a single load or tour can increase earnings and reduce transportation and inventory losses.

To conclude, a compromise between the benefits and the losses of using consolidations should be examined [6]. The literature provides different classifications of freight consolidation that provide solutions to various contexts.

2.1.2. Freight consolidation classification and strategies

Several classifications concerning freight consolidation have been presented in the literature, Brennan’s classification [11] considers three principal subdivisions: spatial, temporal and product freight consolidation strategies. In the study that follows, only temporal and spatial strategies will be presented.

a) Temporal consolidation.
Temporal consolidation is the grouping of small orders over time, balancing customer service and inventory costs against delivery costs [6]. It is also called pure consolidation, and can be implemented without the need for coordination [13]. According to [12], temporal consolidation can be applied using the following policies:

• Time-based policies that consist of sending a consolidated shipment every “T” period. These release all pending orders. [13] gave an example of the computer industry, explaining that this policy applies for items with low volume and high value.
• Quantity-based policies that consist of sending a consolidated shipment when an economic shipping quantity is reached. Based on the same example, [13] states that this policy applies for items with high volume and low value.

Another type of temporal consolidation that consists of combining the two policies above to achieve fast delivery and optimized loading is hybrid consolidation [13]. It appears most often in day-to-day operations management associated with accelerated orders [12].

b) Spatial consolidation.
Spatial consolidation is the process of determining the starting and arriving point, the route and the grouping of small orders to be shipped in one large shipment [14]. Spatial consolidation studies focus on determining the minimum cost associated with combining small shipments using a consolidation terminal. [14] considers that spatial consolidation is similar to that of a multi-warehouse vehicle tour problem. [9] on the other hand, explains that a consolidation problem is different from a vehicle routing problem, first because the consolidation can be selective and does not need to combine all products, which can reduce costs and improve service. Second, because vehicles are not necessarily making round-trips, especially if they use for-hire carriers.

Although [14] and [9] have a different perspective, [14] joins [9] in explaining that the spatial consolidation problem includes vehicle touring using a consolidation point rather than a direct tour from deposits to the
customer. To conclude, spatial consolidation takes into account several parameters and its application allows for potentially important gain.

c) Product consolidation

According to [14], product consolidation is the combination of different types of products into a single shipment. When a customer buys different products, consolidation may increase the quantity delivered to each customer by delivery and decrease the delivery costs, resulting in big gains [15]. Product consolidation can also acknowledge that two or more distribution centers can share the same distribution channel and that each customer can request different products in small quantities [11].

Finally, freight consolidation strategies can be classified as upon the repartition given in Table 1 [18]. It should be noted that [6, 11, 16] propose less consolidation classifications than those of [10]. In the state of the art given by [17], redundancy was pointed out in the repartition of [10], who explains it as the likeness between the consolidation of units of the vehicle and by containers. This study will consider Brennan’s [11] spatial consolidation and temporal consolidation strategies.

Table 1: Summary of the repartition of various consolidation strategies [18].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer consolidation</td>
<td>Vehicle consolidation</td>
<td>Inventory consolidation</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Container consolidation</td>
<td>Vehicle consolidation</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Time unit consolidation</td>
<td>Channel consolidation</td>
<td>Terminal consolidation</td>
<td></td>
</tr>
</tbody>
</table>

2.2. Data mining

Data mining (DM) is a discipline that emerged with the information revolution and the creation of large amounts of data. Furthermore, using the internet as a channel of distribution in an open market increases the competition between companies in various areas. DM has mainly been used for prediction and description [19] to extract knowledge that will enhance the efficiency and the productivity of companies. Depending on the companies’ objectives and the data available, classification, regression, clustering, prediction, association, etc. can be used in decision making [19]. [20] gave an overview and a classification of the existing techniques and their use in an industrial context.

One of the techniques used for descriptions and prediction is the association rules (AR). AR aims to find patterns or co-occurrences in a dataset [21]. It is used in different areas such as: the market basket analysis for commercial planning, the filtering and predicting of anomalies in telecommunication, diagnosis in medical research, etc. To understand how AR works, let us take two item sets U and V; according to [22], an association rule is defined as the rule: if U then V or \( U \rightarrow V \). Three criteria are used to evaluate the quality of an AR: Support, which can be expressed as the probability that a transaction will contain \( U \) and \( V \); Confidence, which is the probability that a transaction will contain \( V \) knowing that \( U \) is already present, and Lift, which indicates whether the correlation between \( U \) and \( V \) is higher than the hazard.

3. Methodology

This section presents a methodology that aims to improve freight consolidation with the use of AR. The proposed methodology consists of extracting valuable information and insights to help managers make data-driven, day-to-day decisions regarding freight consolidation. Figure 1 presents the freight consolidation methodology improved with AR. The methodology can be approached in two ways. Either by making a freight consolidation methodology (highlighted in blue) using well established concepts. Or, by including association rules in the process of steps 4 and 5 for enhanced results.

The freight consolidation methodology is depicted in 6 steps: step 1- Data preparation, step 2 - Grouping and filtering of geocoded data, step 3- Consolidation cycle algorithm, which is performed in parallel with step 2. Afterward, step 4 - Spatial consolidation and step 5 - Temporal consolidation are also performed in parallel, respectively, following steps 2 and 3. The method ends with step 6- Spatio-temporal consolidation.
The AR freight consolidation methodology is depicted by step 4 and 5, which can be conducted using association rules following the steps highlighted in green. Association rules follow 3 steps: step A- Contingency matrix preparation, which recaps "the conditional frequencies of two attributes and shows how these attributes are dependent on each other" [23]. Step B- Frequent transaction study, which consists of exploring frequent transactions; transactions are defined as the orders made frequently at the same time by customers who share geographical units by applying the Apriori algorithm on transaction data. Thus, the rules generated by the algorithm are extracted. Step C- Significant rules selection involves analysing the rules and selecting significant ones according to the AR evaluation criteria.

![Figure 1: AR freight consolidation methodology.](image)

4. Case Study

This case study will evaluate improvements in freight consolidation strategies using association rules. The data considered are real reception orders from an industrial partner, Logistik Unicorp, who supports the uniform program of various Canadian companies both organizational and governmental. Activities of Logistik Unicorp are the design, manufacturing, and quality monitoring of those uniforms. The study will focus on governmental clients, using a “clothing online” service, which is similar to e-commerce. A database that includes several millions of transactions from 2006 to 2018 was provided by Logistik Unicorp. Those transactions have been processed and clients’ orders were delivered throughout Canada from one unique warehouse. The objective is to evaluate improvements in freight consolidation strategies using real data from our industrial partner.

4.1. Descriptive analysis and data visualization

The reception orders data includes information about the location, entry dates, client code, quantity, and more. Delivery dates are not available in the data; therefore, it is considered to be the day after the entry date.

This subsection starts with the evaluation of tendencies related to the number of orders received from 2012 to 2017. 2018 was excluded from the analysis due to incomplete records.

Figure 2 shows the number of orders as a weekly time series for each of the 6 years. The curves follow a similar trend and seasonality. Two peaks in 2014 near week 20 were identified and linked to a special project that took place in the company during that period.
Curves show a clear trend over the years. Thus, using the last complete year in the development of a consolidation technique should be representative of the current state of orders. For scaling purposes, we also consider using a medium-density city, Winnipeg. For the city of Winnipeg and the year 2017, the data contains more than 25,000 ordered items, in 2,000 orders, for 1,000 customers. Figure 3 shows a distribution of customers in the city of Winnipeg. Orange dots represent single customers. Red dots represent set of customers that share the same postal code. The customer distribution map has been modified for confidentiality, but still represents typical behavior.

**Figure 2**: weekly variation in the number of orders (years 2012: 2017).

**Figure 3**: Typical distribution of customers in the city of Winnipeg (an FSA repartition).

### 4.2. Application of the methodology for consolidation

#### 4.2.1. Freight consolidation methodology

**Step 1- Data preparation**: The first step in data preparation is formatting and cleaning the data. Location, entry dates, and quantities were formatted into factor, date and numeric structures, respectively. No missing values nor duplicates were recorded during the analysis. The second step of data preparation is data engineering. New variables were created, including forward Sortation Areas (FSA) based on location, year, month, week and day based on entry date and city province, latitude, longitude based on postal code. The location information initially available for each order were the postal codes, the variable was extracted from it by selecting its first three characters resulting in a new geographical unit. For the consolidation strategy, FSA is the selected aggregation level. It was chosen instead of postal codes because it groups customers sharing the first three characters, which facilitate the logistics by delivering orders to a relay point rather than delivering to each customer.

**Step 2- Grouping and filtering of geocoded data**: This step groups and filters geocoded data. It leads to setting up the reception order data in step 4.

**Step 3- Consolidation cycle algorithm**: This step supports four different consolidation cycles (Cc). The “Cc1” scenario groups and delivers orders every 2 days. In the “Cc2” scenario, every 3 days. For the “Cc3” scenario, orders received Monday-Tuesday-Wednesday will be delivered on Thursdays, and those received Thursday-Friday-Saturday-Sunday will be delivered on Mondays. Finally, in the “Cc4” scenario, customers have a 7 day consolidation period. The choice of delivery days in the Cc3 scenario can be arbitrary. In this specific case, it is based on the tendencies noticed in Logistik Unicorp’s data. It has been noticed that Cc3 allowed the company to have a balanced number of deliveries for each of the proposed days for delivery. Based on those scenarios, five attributes were added to the database. The first one transforms the entry date into the order day of the week. The remaining four attributes are based on the “consolidated delivery date” for each scenario. Thereby, four consolidated dates are presented for a given order.

**Step 4- Spatial Consolidation**: This step aggregates small geographical units into a larger one. In this case, postal codes are aggregated into FSA. Concretely, it translates into adding a relay point where customers receive deliveries, instead of delivering to each customer separately at their own address. This results in a reduction in the number of trips performed per week. The optimal relay point will not be discussed in this study.

**Step 5- Temporal Consolidation**: For each scenario, this step regroups orders that share the same consolidated delivery date. Thus, it enhances the quantity of orders for each delivery.
4.2.2. AR freight consolidation methodology

In this section, association rules are explained in the context of freight consolidation. AR are used to discover relationships between orders made by customers in a spatio-temporal setting. Then, patterns that may enhance the performance of freight consolidation strategies are identified. The rules linking FSA to order entry date are evaluated as follows:

**Step A- Contingency matrix preparation:** This step is required for the pretreatment of data in order to make it into the appropriate form for the association rule package. The package requires a transaction matrix that was built by transforming the orders’ reception database into a boolean contingency matrix and converts it to a transaction matrix (See figure 4).

**Step B- Frequent transactions study:** This step consists of exploring a set of frequent FSAs using the transaction matrix. An a priori algorithm is applied to generate rules. Different supports and confidences are set to explore significant implications.

**Step C- Significant rules:** In this step, significant rules are selected, based on the aggregation level expected. The operational manager of the company helps to select those rules, depending on the quality of the rules and the degree of tolerance for uncertainties. Thus, it provides the operational manager with good insight for setting when and which geographical units’ orders will be consolidated and delivered.

The AR freight consolidation methodology consists of incrementing selected rules of step C into steps 4 and 5. The resulting consolidation rules will provide a starting point to the manager for an initial geographical consolidation strategy.

**Step 6- Spatio-temporal consolidation:** This step is a combination of steps 4 and 5. Orders are grouped according to the spatial preparation and the consolidated delivery date. The benefit that can be earned from this strategy will be discussed in section 5. In addition, a comparison between this spatio-temporal consolidation strategy and the spatio-temporal strategy using association rules will also be made.

**5. Results**

In this study, an analysis of FSAs according to “order number” and “client density” was used in addition to AR selection. The analysis gave an overview of how the rules chosen by the operation manager could impact freight consolidation.

The FSA rules generated by Apriori with a minimum support of 0.1 and a minimum confidence of 0.7, resulted in sets composed by 3 FSA in the form of \{U, V\} → \{W\} as presented in figure 5.

An example of one of the top five rules is \{R3N, R3K\} => R3J.

This can be read as follows: if **Logistik Unicorp** receives customers’ orders that live in postal codes grouped into FSA “R3N” and “R3K”, it will have 95% certainty that it will receive orders from customers who live in region “R3J” at the same time. In other words, customers from “R3J” always order when customers from “R3N” and “R3K” order as well.

Rules generated by Apriori with parameters set to a minimum support of 0.4 and a minimum confidence of 0.8, resulted in sets composed by 2 FSA in the form of \{U\} → \{V\}. It contains 2 rules, implying that 80%
of the customers who order from “R3J” and “R3N” are associated. Therefore, shipping orders for these two regions may be consolidated.

The gain evaluation over implementing AR on different freight consolidation strategies is presented in Table 2. This table represents two results for each scenario: the first one on the left shows the percentage of reduction in the number of deliveries according to a delivery date and/or the area of delivery compared to the current situation. The second result on the right (in bold) highlights the same information after the implementation of the previously described AR. Following the application of the different Cc scenarios on the Clothing Online orders, freight consolidation strategies were compared to a next day delivery policy.

**Table 2:** Freight consolidation strategies after applying a different consolidation cycle and implementing AR.

<table>
<thead>
<tr>
<th>Freight consolidation strategies</th>
<th>Cc1</th>
<th>Cc2</th>
<th>Cc3</th>
<th>Cc4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Temporal consolidation</strong></td>
<td>41.6</td>
<td>41.6</td>
<td>56.3</td>
<td>56.3</td>
</tr>
<tr>
<td><strong>Spatial consolidation</strong></td>
<td>28.4</td>
<td>47.4</td>
<td>28.4</td>
<td>47.4</td>
</tr>
<tr>
<td><strong>Spatio-temporal consolidation</strong></td>
<td>39.4</td>
<td>55.6</td>
<td>45.9</td>
<td>59.7</td>
</tr>
</tbody>
</table>

Taking, for example, Cc2, which consists of delivering to customers every 3 days, according to Table 2, temporal consolidation decreases the number of deliveries by 56.3%, for spatial consolidation by 28.4% and for spatio-temporal consolidation by 45.9%. With the consideration of selected AR on freight consolidation, the number of deliveries does not change for temporal consolidation, but it decreases to 47.4% for spatial consolidation and to 59.7% for spatio-temporal consolidation.

We can observe that:

- Temporal consolidation, which does not consider geospatial information, gets no improvement with geospatial association rules.
- Spatial consolidation, which does not consider temporal cycles, remains constant across all scenarios, and improvements from AR stay constant. The reduction in the number of deliveries goes from 28.4% to 47.4%.
- AR improves both spatial consolidation and spatio-temporal consolidation strategies for all scenarios.
- In this case study, temporal consolidations provide better improvement than spatial consolidation because delivery points are not considered.
- Spatio-temporal consolidation is better than spatial consolidation in both cases (whether or not AR is used).
- For Cc1 and Cc2, spatio-temporal consolidation using AR provides better improvement than temporal consolidation.

According to those results, the proposed consolidation technique (using AR) is better than the classical technique for spatial and spatio-temporal strategies. However, the distribution manager can mix both techniques according to the activity and the context of the situation presented to maximize the profit.

6. Conclusion

The objective of this study was to show that data mining techniques, in particular association rules, could improve freight consolidation. The implementation of association rules into the development of consolidation strategies permits the number of deliveries to decrease. A comparison between the freight consolidation methodology and AR freight consolidation methodology proved to reduce the number of deliveries for both spatial and spatio-temporal strategies, but not temporal strategy. This method in turn could also increase the quantity delivered in the same vehicle or delivered to the same destination, thus reducing transportation costs and carbon footprint.

Limits of this method are the level of granularity of the spatial aggregation and the FSA assignation choice. A customer may geographically be located in one FSA, but better improve consolidation in another one. In future studies, those limitations would be taken into account by choosing the optimal dispatch to customer clusters to define a new granularity level. The capacity constraint of the number of consolidated orders that
can be loaded in a truck will be considered. Further improvements could be made to the association rules, such as predicting the Apriori derived rules and employing spatio-temporal AR that take into account longitude and latitude points.
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Abstract. The Berth Allocation Problem (BAP) is one of the main seaside operations planning problems in bulk terminals. The problem consists of allocating space along the quayside to incoming vessels. In this article, the BAP for a continuous quay and dynamic arrivals is considered. The formulation includes both the tidal and stock levels constraints that are common in bulk terminals. A MILP formulation is developed and tested on randomly generated instances using CPLEX. Due to the NP-hard nature of the problem, larger instances are not efficiently solved. Therefore, a heuristic approach is developed to find good quality solutions for these difficult instances. In further experiments, the heuristic solution is used as a starting point for CPLEX. The numerical results show that the scheduling heuristic provides better solutions for larger instances while its use as a starting point for CPLEX improved significantly its performance on solving those instances.
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1. Introduction

Dry bulk maritime terminals are port terminals specialized in handling and storing dry bulk cargo. They differ from container terminals in that the cargo is loaded continuously. In addition, the tidal cycle has more impact on bulk terminals as the vessels are usually larger than their containers counterparts are, which prevent the vessels from leaving the quay in low tides windows. Dry bulk terminals deal essentially with main commodities such as iron ore, coal and grain. For exporting port terminals, port authorities must ensure the availability of the demanded cargo before berthing any vessel adding more complexity to the process of berthing the incoming vessels.

The annual maritime report of 2018 [9] reports that the global volume of seaborne trades continued its growth with a 4% annual growth in total volume in 2018 after breaking the 100 billion tons in 2016. 30% of which is major dry bulk commodities trades. This growth urges the port authorities to improve the efficiency of their operations to satisfy this increasing demand. One of the main operations in a maritime terminal is the efficient allocation of incoming vessels to berthing areas. This problem is known in the literature as the Berth Allocation Problem (BAP) and was first studied as an optimization problem by [6], the authors explained [7] how the generally adopted rule of First_Come_First_Served results in unused berthing areas and consequently a loss of productivity over the terminal and suggested a better allocation for the incoming vessels.
2. Related Work

Different formulations of the BAP are identified in literature, they can be classified according to four attributes [2] and [3], these are the spatial, the temporal, the handling time and the performance measure attributes. The spatial attribute limits the eligible berthing positions of vessels according to one of 3 predefined quay topologies [8] (i) Discrete, the quay is partitioned into a number of segments, in this case a vessel can only berth in one segment and the segments cannot host more than one vessel. (ii) Hybrid, as it’s the case for the discrete topology the quay is partitioned into a number of segments but this time either the vessel can use many consecutive segments or the segments can host more than one vessel. (iii) Continuous, in this case the quay is not partitioned and the vessel can occupy any position as long as it does not moor outside of the quay. The temporal attribute describes the vessels arrival times, distinguish two cases: (i) Static, in this case all the vessels are supposedly waiting in the port at beginning of the scheduling horizon and can berth any time. (ii) Dynamic, in this case vessels cannot berth before their expected arrival time. The way in which the handling times of the vessels are calculated define the handling attribute, according to [7] it can be: fixed, depend on the quay cranes allocation or the position of the vessel on the quay or could depend on a combination of the previous two cases. Finally, the performance measure attribute describes how the berth plan is evaluated [3], the measure could be time related (lateness, completion time, waiting,) or cost related, furthermore the authors distinguish between objective functions that minimize the sum of the measure for all vessels and the ones that minimize the worst measure.

The literature for the BAP is abundant [3] still few articles dealt with the tidal or stock levels constraints. To our concern, these constraints are only addressed in [1] and [4]. Ernst et al. [4] address the tidal bulk BAP (BAP_TC) for a continuous quay and dynamic arrivals for the objective of minimizing the sum of completion times. In their formulation, the tidal cycle has an effect on the traffic port facility as vessels can only leave the quay in a high tides window. The authors developed two MILPs for the BAP_TC and tested them on real word instances of 16 to 32 vessels. One of their developed models managed an average of 7% gap with the optimal solutions within an hour execution time limit. Barros et al. [1] consider the tidal bulk BAP with stock levels constraints (BAP_TC_S) and seek to minimize the total costs, a discrete quay with dynamic arrivals is considered and a Simulated Annealing (SA) algorithm is developed to solve the problem. Their numerical experiments included instances up to 30 vessels and 3 berth some of which were solved optimally by their SA.

The BAP is an NP-hard problem [5]. Therefore, exact solutions to large-scale instances are difficult to obtain using commercial software. As an alternative metaheuristic approaches are adapted to solve larger instances efficiently. Most of which are genetic/evolutionary algorithms (G/E A) [3]. The rest of these methods are other metaheuristics and problem-specific heuristics.

In this paper, we intend to develop an efficient heuristic to solve the dynamic continuous berth allocation problem with tidal and stock levels constraints. The rest of the paper is organized as follows. In Section 3 the problem is formally introduced and a MILP is formulated for the BAP_TC_S. Section 4 introduces the proposed heuristic algorithm. Section 5 describes the generation of instances for the problem and presents the computational results for the MILP and the developed heuristic approach.

3. Problem Definition and Assumptions

3.1. Overview

In the BAP_TC_S, a continuous quay with a limited length L and a set of vessels $V = \{1, 2, ..., |V|\}$ are given. Each vessel indexed by $j \in V$, has an arrival time $a_j$ and may have to wait before berthing. Once the vessel berthing $S_j$, the service can begin. Each vessel will occupy without interruption a length of the berth $l_j$ at a position $y_j$. The vessel leaves the quay at $C_j$ which is the start time incremented by the pre-computed handling time $p_j$, the objective is to minimize the total completion time. Each vessel has a quantity to load $d_{jp}$ of a product $p$ from the set of products $P = \{1, 2, ..., |P|\}$ and may require more than one product. A vessel can only berth if all quantities to load are available in the terminal stocks at $S_j$ and can only leave the quay in a high tides window $k$ from the set of high tides windows $K = \{1, 2, ..., |K|\}$ where every high tides window $k \in K$ begins at $B_k$ and ends at $E_k$. 
At time 0, initial stocks $s_{r_{0,p}}$ of each product $p$ are available and could be used immediately. The stock of each product $p$ is subject to a replenishment $s_{r_{p}}$ in each period $r$ of the replenishment periods set $R = \{1, ..., |R|\}$. Each period $r$ starts at $b_{r}$, the beginning time of period $r$ and finishes at $b_{r+1}$, the date of the next replenishment period, with the last replenishment period ending at $s_{R+1,p} = H$ the planning horizon length. The stock level $s_{r_{p}}$ of product $p$ in period $r$ must never drop to a negative value.

A feasible solution for the BAP is a berth plan in which the berthing times and positions assigned to the vessels satisfy the spatial-temporal constraint of non-overlapping along with the tidal constraints, and where the non-negativity of the stock levels is always ensured. Figure 1 shows a berth plan with 15 vessels and a quay 300m long in a scheduling horizon of hours 200 h. The vertical axis represents time in hours and the horizontal axis the quay. Horizontal bars are used to represent the high tides windows. Each yellow box represents a vessel, the length of the box represents the handling time and the width represents the length of the vessel and the safety margins.

![Berth Plan](image)

**Figure 1**: A berth plan with 15 vessels and a quay 300 m long.

### 3.2. Assumptions

The particular assumptions of this problem are as follows:
- A vessel cannot be moored outside the quay and before its arrival
- A vessel will arrive empty at the port and can be handled during a low tide
- A vessel will require a high tide period to be able to depart from the port
- Once a vessel is moored, its position cannot be changed, nor may its handling be interrupted
- The time for docking and undocking maneuvers is considered to be included in the handling time
- Safety margins are considered to be included in the vessel length
- A vessel might require more than one product type and cannot be moored until all demanded quantities are available
- Loaded quantities are subtracted from the stock levels of the period in which the vessel started berthing
- Stock levels at each period must not drop to a negative below
- The initial stock and the planned replenishment quantities meet the demand of all vessels to schedule
- Cargo loaders deployment during handling is fixed, the number of cargo loaders available in the port facility is considered significantly higher than the number of cargo loaders needed by a vessel.
3.3. Mathematical Model

A mixed integer linear programming model for the continuous with tidal and stock constraints BAP_TC_S is now proposed.

**Parameters:**

- $H$ Planning horizon length
- $L$ Quay’s length
- $V$ Set of vessels $V = \{1, \ldots, |V|\}$
- $K$ Set of high tide windows $K = \{1, \ldots, |K|\}$
- $P$ Set of products $P = \{1, \ldots, |P|\}$
- $R$ Set of replenishment periods $R = \{1, \ldots, |R|\}$
- $a_j$ Arrival time of vessel $j$
- $l_j$ Length of vessel $j$
- $p_j$ Handling time of vessel $j$

**Binary variables**

- $x_{ji}$ 1 if vessel $i$ starts its processing after vessel $j$ departs, 0 otherwise
- $z_{ji}$ 1 if vessels $j$ and $i$ are handled at the same time and vessel $j$ to the right of vessel $i$, 0 otherwise
- $t_{jk}$ 1 if vessel $j$ completes its handling in high tides window $k$, 0 otherwise
- $s_{jr}$ 1 if vessel $j$ is handled in replenishment period $r$, 0 otherwise

**Continuous variables**

- $S_j$ Start time for vessel $j$
- $C_j$ Completion time vessel $j$
- $y_j$ Position of vessel $j$ in the quay
- $s_{er}$ Stock level of product $p$ at the end of replenishment period $r$
- $s_{e0}$ Stock level of product $p$ before the beginning of the first replenishment

**Model**

\[
\begin{align*}
\text{Min} & \quad \sum_{j=1}^{\infty} C_j \\
\text{s.t.} & \quad x_{ji} + x_{ij} + z_{ji} + x_{ij} = 1, \quad \forall j, i \in V \text{ and } j \neq i \hspace{1cm} (2) \\
& \quad C_j = S_j + p_j, \quad \forall j \in V \hspace{1cm} (3) \\
& \quad C_j \geq \sum_{k \in K} B_k t_{jk}, \quad \forall j \in V \hspace{1cm} (4) \\
& \quad C_j \leq \sum_{k \in K} E_k t_{jk}, \quad \forall j \in V \hspace{1cm} (5) \\
& \quad \sum_{k \in K} t_{jk} = 1, \quad \forall j \in V \hspace{1cm} (6) \\
& \quad S_j \geq C_j - M(1 - x_{ji}), \quad \forall j, i \in V \hspace{1cm} (7) \\
& \quad y_j \geq l_j x_{ji} + y_i - L(1 - x_{ji}), \quad \forall j, i \in V, j \neq i \hspace{1cm} (8) \\
& \quad S_j \geq \sum_{r \in [0, \infty)} br_r s_{pr}, \quad \forall j \in V \hspace{1cm} (9) \\
& \quad S_j \leq \sum_{r \in [0, \infty)} br_r s_{pr}, \quad \forall j \in V \hspace{1cm} (10) \\
& \quad \sum_{r \in [0, \infty)} s_{pr} = 1, \quad \forall j \in V \hspace{1cm} (11) \\
& \quad s_{e0} = s_{e0} - \sum_{j=1}^{\infty} s_{pr} d_{jp}, \quad \forall p \in P \hspace{1cm} (12) \\
& \quad s_{er} = s_{er} + s_{e-1} - \sum_{j=1}^{\infty} s_{pr} d_{jp}, \quad \forall r \in R \text{ and } \forall p \in P \hspace{1cm} (13) \\
& \quad S_j \geq a_j, \quad \forall j \in V \\
& \quad S_j \geq a_j, \quad \forall j \in V \\
\end{align*}
\]
\[ 0 \leq y_j \leq L - l_j, \forall j \in V \]  
\[ s_{rp} \geq 0, \forall r \in \{0\} \cup R \text{ and } \forall p \in P \]  
\[ x_{ji} \in \{0,1\}, \forall j, i \in V \text{ and } j \neq i \]  
\[ z_{ji} \in \{0,1\}, \forall j, i \in V \text{ and } j \neq i \]  
\[ t_{jk} \in \{0,1\}, \forall j \in V \text{ and } \forall k \in K \]  
\[ sp_{jr} \in \{0,1\}, \forall j \in V \text{ and } \forall r \in \{0\} \cup R \]  

The objective function seeks to minimize the total completion time of the vessels. Constraints set (2) expresses the position of vessel \( j \) with respect to vessel \( i \), which can be one of two cases: (i) \( z_{ji} \) or \( z_{ij} \) equals to one meaning that the two vessels are handled at the same time with on to the right of the other. (ii) \( x_{ji} \) or \( x_{ij} \) equals to one meaning that one of the vessel is handled after the other departs. Constraints set (3) calculates the completion time of a vessel. Constraints set (4), (5) and (6) ensures that the completion time of a vessel lie between the beginning and the end of a high tides window. Constraints set (7) determines the sequence of two vessels along the time horizon. Constraints set (7) and (8) ensures that two vessels will not overlap in time and space. Constraints set (9) to (11) determine the replenishment periods in which the vessel is served, while constraints set (12) and (13) ensure the stock level conservation at each period. Constraints (14) to (21) represent the domain definition of the decision variables. As it could be seen later in the numerical experiences, the MILP fail to solve larger instances efficiently, therefore a heuristic approach is developed thereafter to provide an initial solution for the MILP.

4. Scheduling Heuristic

The developed scheduling heuristic constructs the berth plan systematically. At each iteration, Algorithm 1 examines the current partial berth plan and finds the earliest completion time for each of the unscheduled vessels. The calculated completion times are then compared and the vessel that has the least completion time is scheduled, in case of ties, the vessel with the smallest index is chosen. The next iteration starts with an updated partial berth plan and list of unscheduled vessels and continues until the latter is empty.

Algorithm 1: Scheduling heuristic for the BAP_TC_S

```
SCHEDULING HEURISTIC

Input parameters
I : BAP_TC_S instance

Output parameters
B : A Feasible berth plan for the given instance

Begin
1. Set \( \lambda \leftarrow \emptyset \) //list of indexes of scheduled vessels
2. Set \( \delta \leftarrow V \) //list of indexes of unscheduled vessels
3. While (\( \delta \neq \emptyset \)) Do
4. For \( j \) in \( \delta \) Do
5. \( C^*_j \leftarrow \text{Find_Earliest_Completion}(j, B) \)
6. EndFor
7. \( j^* \leftarrow \text{argmin}_{j \in \delta}(C^*_j) \)
8. Update_Berth(\( j^*, B \))
9. Remove \( j^* \) from \( \delta \) and add it to \( \lambda \)
10. EndDo
End
```

Algorithm 1 starts by initializing the lists of scheduled vessels \( \lambda \) and unscheduled vessels \( \delta \) (lines 1 and 2). The main loop (lines 3_10) calculates the completion time of each of the unscheduled vessels using the \text{Find_Earliest_Completion}(j, B) procedure which examines the current partial berth \( B \) bottom_up and from the right to the left of the quay and returns the earliest completion time for vessel \( j \). Figure 2
shows an example of a partial berth plan \( B \) composed of 3 vessels. In this example, we are trying to find the earliest completion time for vessel 4. If vessel 4 is scheduled as soon as it arrives in position 0 it will overlap with vessel 3. The next position to test is immediately to the right of vessel 3. However, vessel 4 cannot berth in this position neither as the available quay space is less than \( L_4 \) vessel 4 length. The earliest time in which vessel 4 can berth is \( C_3 \) the completion time of vessel 3, vessel 4 can be berthed in position 0 without overlapping with any other vessel. However if vessel 4 starts berthing at \( C_3 \) its completion time would not match with a high tides window, the berthing time will therefore be incremented so as the completion time is exactly \( B_3 \) which is the beginning of the third high tides window. Finally, vessel 4 is scheduled as sown in Figure 3. It is supposed that the available stocks are sufficient to load the cargo in vessel 4. If it is not the case, the procedure searches for the earliest date in which enough stocks are available and continue the partial berth evaluation as before. After calculating the earliest completion time for all unscheduled vessels, Algorithm 1 chooses the vessel that has the least completion time \( j^* \) (line 7) and then update the partial berth plan (line 8) and removes \( j^* \) from \( \delta \) to put it in \( \lambda \) (line 9). Algorithm 1 terminates if the list \( \delta \) is empty.

5. Numerical Experiments

In order to test the MILP formulation and the proposed scheduling heuristic, a variety of 32 instances is generated randomly according to the attributes from [4]. The authors define an instance attributes as follows:

- \( V \) is the number of vessels arriving. For this attribute, 4 cases are considered \( |V| \): 20, 40, 80 and 160.
- \( PH \) is the planning horizon. This attribute depends on \( V \) the number of vessels with \( |PH| \): 1, 2, 4 and 8 respectively for \( |V| \): 20, 40, 80 and 160.
- \( VL \) is the vessels lengths attribute. They are generated from a uniform distribution \([0.5, 2]\).
- \( VA \) vessel arrival time \( a_j \). Two cases are distinguished: (i) The arrival times are generated from a uniform distribution \([0, 150]\); (ii) The arrival times are at 12:00 noon every day, so the above arrival data is rounded to 12:00 noon of their respective day.
- \( VH \) is the vessels handling times attribute. They are generated from a uniform distribution \([10, 25]\).

The total demand of each vessel is calculated by multiplying the handling time by a fixed parameter, and may randomly cover one or two products. In the latter case, the total demand is divided equivalently between the two products.

In addition to the attributes defined in [4], stock related attributes are added and defined as follows:

- \( P \) is the number of products. Two cases are considered \( |P| \): 3 and 5.
- \( RP \) is the replenishment planning. Two cases are considered: (i) The replenishment is daily, and the total demand is equally distributed over the planning horizon; (ii) A replenishment is planned each 3 days.

An instance will be coded as follows \( V_4 \_VA\_P\_RP \_20\_Noon\_5\_3 \) is therefore an instance with 20 vessels that arrive only at noon; the loaded products in the port facility are 5 and are replenished each 3 days. From each combination of attributes an instance was generated randomly which gives 32 instances.

The conducted numerical experiments were carried on an Intel(R) Core(TM) i7-4600 CPU, 2.90 GHz computer with 16 GB of RAM running under Windows 10. CPLEX 12.7 is used to solve the MILP.
formulations while the proposed heuristic was coded in Python 3.5. Each instance MILP formulation is solved using CPLEX under 2 hours time limit and using the scheduling heuristic. The solution from the scheduling heuristic is used latter as a starting point for the MILP. Results for the scheduling heuristic and the MILP with (MILP w SH start) and without (MILP w/o SH start) the initialization are depicted in Table 1.

Table 1: MILP formulation and scheduling heuristic results on test instances

<table>
<thead>
<tr>
<th>V</th>
<th>Instance</th>
<th>MILP w/o SH start</th>
<th>MILP w SH start</th>
<th>Scheduling Heuristic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Obj. val.</td>
<td>Gap w LB (s)</td>
<td>Obj. val.</td>
<td>Gap w LB (s)</td>
</tr>
<tr>
<td>20</td>
<td>2374.9</td>
<td>0.2%</td>
<td>2374.9</td>
<td>0.2%</td>
</tr>
<tr>
<td></td>
<td>20_Uniform_3_1</td>
<td>2116.5, 0.0%</td>
<td>445</td>
<td>2116.5</td>
</tr>
<tr>
<td></td>
<td>20_Uniform_3_3</td>
<td>2299.2, 1.3%</td>
<td>7200</td>
<td>2299.2</td>
</tr>
<tr>
<td></td>
<td>20_Uniform_5_1</td>
<td>2369.1, 0.0%</td>
<td>54</td>
<td>2369.1</td>
</tr>
<tr>
<td></td>
<td>20_Uniform_5_3</td>
<td>2404.1, 0.0%</td>
<td>4778</td>
<td>2404.1</td>
</tr>
<tr>
<td></td>
<td>20 Noon_3_1</td>
<td>2388.4, 0.0%</td>
<td>63</td>
<td>2388.4</td>
</tr>
<tr>
<td></td>
<td>20 Noon_3_3</td>
<td>2402.8, 0.0%</td>
<td>42</td>
<td>2402.8</td>
</tr>
<tr>
<td></td>
<td>20 Noon_5_1</td>
<td>2625.1, 0.0%</td>
<td>3170</td>
<td>2625.1</td>
</tr>
<tr>
<td></td>
<td>20 Noon_5_3</td>
<td>2394.2, 0.0%</td>
<td>30</td>
<td>2394.2</td>
</tr>
<tr>
<td>40</td>
<td>7200.6, 14.7%</td>
<td>7200</td>
<td>7123.3, 13.9%</td>
<td>7200</td>
</tr>
<tr>
<td></td>
<td>40 Uniform_3_1</td>
<td>7228.9, 7.6%</td>
<td>7200</td>
<td>7129.1</td>
</tr>
<tr>
<td></td>
<td>40 Uniform_3_3</td>
<td>7914.7, 19.3%</td>
<td>7200</td>
<td>7505.7</td>
</tr>
<tr>
<td></td>
<td>40 Uniform_5_1</td>
<td>6332.1, 13.3%</td>
<td>7200</td>
<td>6365.0</td>
</tr>
<tr>
<td></td>
<td>40 Uniform_5_3</td>
<td>7267.0, 23.4%</td>
<td>7200</td>
<td>7261.3</td>
</tr>
<tr>
<td></td>
<td>40 Noon_3_1</td>
<td>7300.6, 10.6%</td>
<td>7200</td>
<td>7401.0</td>
</tr>
<tr>
<td></td>
<td>40 Noon_3_3</td>
<td>7247.0, 11.5%</td>
<td>7200</td>
<td>7254.0</td>
</tr>
<tr>
<td></td>
<td>40 Noon_5_1</td>
<td>6878.1, 16.4%</td>
<td>7200</td>
<td>6776.7</td>
</tr>
<tr>
<td></td>
<td>40 Noon_5_3</td>
<td>7436.6, 15.7%</td>
<td>7200</td>
<td>7293.5</td>
</tr>
<tr>
<td>80</td>
<td>28811.2, 26.6%</td>
<td>7200</td>
<td>26125.5, 19.3%</td>
<td>7200</td>
</tr>
<tr>
<td></td>
<td>80 Uniform_3_1</td>
<td>25055.5, 10.1%</td>
<td>7200</td>
<td>24744.7</td>
</tr>
<tr>
<td></td>
<td>80 Uniform_3_3</td>
<td>29930.7, 20.6%</td>
<td>7200</td>
<td>27401.0</td>
</tr>
<tr>
<td></td>
<td>80 Uniform_5_1</td>
<td>31280.8, 37.4%</td>
<td>7200</td>
<td>25894.6</td>
</tr>
<tr>
<td></td>
<td>80 Uniform_5_3</td>
<td>27506.9, 32.6%</td>
<td>7200</td>
<td>26386.3</td>
</tr>
<tr>
<td></td>
<td>80 Noon_3_1</td>
<td>29648.0, 20.6%</td>
<td>7200</td>
<td>25860.9</td>
</tr>
<tr>
<td></td>
<td>80 Noon_3_3</td>
<td>31186.1, 24.1%</td>
<td>7200</td>
<td>27444.4</td>
</tr>
<tr>
<td></td>
<td>80 Noon_5_1</td>
<td>27625.3, 35.0%</td>
<td>7200</td>
<td>25094.3</td>
</tr>
<tr>
<td></td>
<td>80 Noon_5_3</td>
<td>28256.7, 32.5%</td>
<td>7200</td>
<td>26357.7</td>
</tr>
<tr>
<td>160</td>
<td>N/A</td>
<td>N/A</td>
<td>7200</td>
<td>98900.4</td>
</tr>
<tr>
<td></td>
<td>160 Uniform_3_1</td>
<td>N/A</td>
<td>7200</td>
<td>98465.3</td>
</tr>
<tr>
<td></td>
<td>160 Uniform_3_3</td>
<td>N/A</td>
<td>7200</td>
<td>96719.5</td>
</tr>
<tr>
<td></td>
<td>160 Uniform_5_1</td>
<td>N/A</td>
<td>7200</td>
<td>101930.3</td>
</tr>
<tr>
<td></td>
<td>160 Uniform_5_3</td>
<td>N/A</td>
<td>7200</td>
<td>97573.5</td>
</tr>
<tr>
<td></td>
<td>160 Noon_3_1</td>
<td>N/A</td>
<td>7200</td>
<td>101590.8</td>
</tr>
<tr>
<td></td>
<td>160 Noon_3_3</td>
<td>N/A</td>
<td>7200</td>
<td>102475.2</td>
</tr>
<tr>
<td></td>
<td>160 Noon_5_1</td>
<td>N/A</td>
<td>7200</td>
<td>94977.7</td>
</tr>
<tr>
<td></td>
<td>160 Noon_5_3</td>
<td>N/A</td>
<td>7200</td>
<td>97471.0</td>
</tr>
<tr>
<td>Mean</td>
<td>12795.6, 13.8%</td>
<td>5891</td>
<td>33631.0, 13.7%</td>
<td>5891</td>
</tr>
</tbody>
</table>
The results from Table 1 show that 7 of 8 small size instances were solved optimally by CPLEX. As it would be expected, none of the larger instances was solved optimally. Moreover, CPLEX failed to find a feasible solution for all the largest instances. For these instances, the scheduling heuristic was able to provide a feasible berth plan in less than 1 s. The overall performance of SH was good with respect to CPLEX best provided lower bound with an average gap of 18.1%. Using the solution from SH as a starting point for CPLEX improved the results starting from $V = 80$ as the gap with the best LB is reduced by 5 point. CPLEX also improved on the SH solutions for the largest instances. For each number of vessels the hardest instance to solve was the instances with 5 products and 3 days replenishment periodicity meaning that the stock level constraints add to the difficulty of solving the tidal BAP.

6. Conclusion

This paper dealt with the continuous berth allocation problem under tidal and stock level constraints. A MILP formulation of the problem is developed and tested on a randomly generated instances. The MILP provides optimal solutions for the smallest size instances but its performance decreased for larger instances where it sometimes failed to provide a feasible solution. To provide good quality solution for these instances a scheduling heuristic is used. The heuristic schedules the vessel with the least completion time at each of its iterations which minimizes the waiting time for the vessels to schedule later. The heuristic provided good quality solutions in short computation times with a gap of 18% with respect to the best LB provided by CPLEX. In further experiments, the solutions scheduling heuristic were used as a starting point for CPLEX, which improved its performance significantly starting from instances with 80 vessels. As the MILP did not improve a lot on the given solution for instances with 160 vessels, our next step will be to propose a metaheuristic approach to solve the BAP_TC_S efficiently for these instances.
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Keywords: “parcel lockers”, “parcel lockers location”, “location problems”, “e-commerce”, “case survey methodology”

1. Introduction

The sudden changes and developments in the last mile delivery segment over the last fifteen years are mainly due to the growth of B2C and e-commerce [1]. Consumers nowadays are less inclined than in the past to wait for goods because of the Amazon effect [2]: they want the opportunity to buy at any time, any day, from anywhere and beyond this they are looking for a service available and accessible 24/7 making delivery operations more complicated from the point of view of the Courier, Express and Parcel (CEP) delivery companies [3]. In the case of missing deliveries, Logistics Service Providers (LSP) have several negative impacts such as idle time and costs. Home delivery has itself some intertwining limits: by delivering the goods door to door it is not possible to optimally consolidate the deliveries as for the B2B deliveries, longer delivery rounds are made, making more stops for loading/unloading, not always using the vehicle at full load. These limitations contribute to all the other negative aspects of urban freight traffic such as congestion, pollution, and an increase in the risk of accidents [4]. Further, home delivery may not represent the best solution anymore due to the modern lifestyles: most people work during the day, so there is a need to find an alternative that can satisfy both the customer and the CEP companies [5]. To overcome these issues, over the last decade the postal operators have decided to invest in offering value-added services, such as delivery to supervised or automated collect points. These new delivery options offer a viable alternative to home delivery, meeting the needs of end consumers.

These alternatives, commonly grouped under the name of Collection-and-Delivery Points (CDP) solutions, can be classified into two main groups: i) pick up points, and ii) automated locker boxes (also called parcel locker or smart lockers or parcel banks). Pick up points are usually shops and business activities used as a delivery point for the courier where customers could go to retrieve their parcels. Parcel lockers, instead, are
unattended CDP installed in public areas, where parcels are retained for a limited amount of time during which the customer can retrieve them by using the order reference code.

One of the main issues hindering the spread and use by customers of these two forms of alternatives to home delivery lies in the correct location of this type of solution. In particular, the efficient location has to be chosen in order to maximise the customers’ satisfaction and willingness to use it, thus, it is necessary to make the use of these type of solutions as “comfortable” as possible. This research focuses on parcel lockers in particular, because their location has some more constraints (i.e., less security and accessibility, interaction with a machine) then an attended pick-up point in a shop or in a supermarket and also more potentiality (i.e., availability 24/7 and not only during the days and hours of opening of a shop). Consequently, the parcel lockers are usually located in such a way that the customers do not have to vary their daily habits. For example, one of the most common solutions is to locate parcel lockers along with the home-work route and near the places where customers usually go when they deviate from this route (e.g., railway stations or subways, parking lots, gas stations, supermarkets). Other alternatives are to place the parcel lockers in places close to the point of departures (homes) or arrivals (work) of the daily trips. For example, there are many applications of parcel lockers located in apartment buildings [6] or large companies [7].

From these reflections, it emerges that choosing where to locate a parcel locker is not a trivial choice since the number of potential customers that can be intercepted depends mainly on it. A wrong location could mean a severe economic loss both in terms of expected investments that have not returned and in terms of missed opportunities for profit. There are many models in the scientific literature regarding the location of facilities that can also be applied in the context of the location of parcel lockers [7][8][9][10], but before apply them it could be useful to understand what are the characteristics of the context and in particular, what are the characteristics that must have the sites intended to host this type of solutions. This paper, therefore, aims to understand which are the factors influencing the parcel locker location to be able to choose in future research the models that can best be adapted to this context.

The paper is structured as follows: in the second section, a deeper parcel lockers context description focusing on the parcel lockers working principles is provided. Then, in the third section, the methodology used for retrieving the location characteristics is described. The fourth section discusses the factors affecting the parcel lockers sites selection, and finally, the fifth section concludes the paper proposing further research directions.

2. Context description

By definition, a parcel locker is a collection point usually accessible 24 hours a day, seven days a week, 365 days a year through which the customer can serve himself in complete autonomy [11]. Parcel lockers can be used as a delivery address or as an alternative delivery location, and used as a service by logistics operators in a customer return strategy (return management). If, for example, the first time a recipient cannot be reached (missing deliveries) during home delivery, delivery can be made via parcel lockers.

They are usually located in easily accessible sites and near places with the high frequency of shipments and high pedestrian traffic such as service stations, shopping centres and squares. According to a survey of users of parcel lockers registered in the InPost database in Poland, the criteria for choosing a locker service for customers were first of all the 24 accessibility, then the service price and the location [12]. The parcel locker system for sending and receiving parcels is quick and convenient. All these features are reflected in the process of purchasing, collecting and returning through the use of a parcel locker.

The entire collection/delivery process can be completed in just seven seconds, but typically takes up to half a minute [12]. This information means that the time required is concise and, among other things, no queues are required.

The interest of CEP companies has only recently shifted towards delivery solutions based on automatic lockers; thus, given its recency, the adoption of this solution can be deemed not yet mature. The necessary investments are still not transparent, and it is not yet possible to thoroughly verify the benefits and returns from the investment in this type of solution. However, the use of lockers allows a reduction in costs and delivery times in the last mile deliveries, without sacrificing proximity to the consumer market.
3. Methodology

In order to analyse the main factors impacting the choice of the location for the parcel lockers, a case survey methodology with secondary data was used. Initially, a literature review was performed. However, only seven papers in the scientific literature using “parcel lockers location” as research criteria were found, confirming the relative newness of the topic. Then, a careful analysis of these papers were carried out, and main factors impacting parcel lockers location choices were inductively identified. Table 1 summarises the results of this first literature analysis.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Definition</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability</td>
<td>Possibility for delivery and collection of parcels 24/7</td>
<td>[12][11]</td>
</tr>
<tr>
<td>Accessibility</td>
<td>Degree of connection with the different infrastructures and modes of transport</td>
<td>[13][14][12][15][16]</td>
</tr>
<tr>
<td>Security</td>
<td>The state of being free from danger or threat</td>
<td>[13][15]</td>
</tr>
<tr>
<td>Environmental Impact / Land occupation</td>
<td>How parcel lockers impact on the environment in terms of emissions and land occupation</td>
<td>[13][12][15][11]</td>
</tr>
<tr>
<td>Costs</td>
<td>Estimate price of the installation and maintenance of the parcel lockers</td>
<td>[7][12][15]</td>
</tr>
<tr>
<td>Methods of use</td>
<td>Procedures to implement to use the parcel lockers</td>
<td>[14][12][11][16]</td>
</tr>
<tr>
<td>Regulations</td>
<td>Official rules issued from different countries in order to regulate parcel lockers activity</td>
<td>[12]</td>
</tr>
</tbody>
</table>

Because of the small numbers of papers found in the scientific literature, the research was extended also to the analysis of real case studies through the use of secondary data. The case survey methodology allows identifying patterns and performing tests across different case studies [17] overcoming the problem of generalising from a single case study, thus providing more in-depth analysis of complex organisational phenomena than questionnaire surveys [18]. Secondary data were used to overcome some limitations of this method (i.e., lack of data, heterogeneity of data, different levels of precision of the data available) [19]. Secondary data can be defined as data collected by others, not specifically for the research question at hand [20]. In the case of this research, the term secondary data mainly refers to data collected by companies (i.e., annual activities report, financial data, official website). Moreover, data from press (i.e., newspapers articles, websites) and grey literature (i.e., not published academic researches, reports, white papers) have been taken into consideration.

According to the case survey methodology proposed by [18], a group of relevant case studies for the analysis of parcel lockers location have been analysed according to the factors impacting location choices that came out inductively from the literature review previously discussed. The analysed cases are summarised in Table 2.

<table>
<thead>
<tr>
<th>Company</th>
<th>Country</th>
<th>Type of company</th>
<th>Analysed service</th>
<th>Source*</th>
</tr>
</thead>
<tbody>
<tr>
<td>La Poste</td>
<td>France</td>
<td>Postal operator</td>
<td>Pickup Station locks</td>
<td><a href="https://www.pickup.fr/pudo/pickup-station-en.sls">https://www.pickup.fr/pudo/pickup-station-en.sls</a></td>
</tr>
<tr>
<td>Bpost</td>
<td>Belgium</td>
<td>Postal operator</td>
<td>Cubee</td>
<td><a href="https://cubee.be/">https://cubee.be/</a></td>
</tr>
<tr>
<td>CTT mail Portugal</td>
<td>Portugal</td>
<td>Postal operator</td>
<td>ctt24h</td>
<td><a href="https://www.ctt24h.pt/">https://www.ctt24h.pt/</a></td>
</tr>
<tr>
<td>Hong Kong Post</td>
<td>Hong Kong</td>
<td>Postal operator</td>
<td>iPostal Station</td>
<td><a href="https://www.hongkongpost.hk/en/receiving_mail/ipostal/index.html">https://www.hongkongpost.hk/en/receiving_mail/ipostal/index.html</a></td>
</tr>
</tbody>
</table>
The use of the case survey methodology with multiple sources enhanced both the reliability and validity of the study [21], but there are also some limitations. The use of information from different sources and the need to codify the contents of the secondary data for extracting homogeneous, unique and well-defined factors inevitably leads to a simplification of the process.

4. Results and discussion

This section analyses the factors that influence the parcel lockers location according to the performed literature review, and the roles that these factors play in several real case studies of parcel lockers implementation projects.

4.1. Availability

The customer's concern is represented by the delivery time and the risk of non-delivery. According to PostNord [22], most clients use lockers at times when branches are closed or at weekends. Parcel lockers can, therefore, be the solution to these types of problems, because they are one of the most flexible methods and are available 24 hours a day, seven days a week. If located in supermarkets, shopping malls, or post offices, they do not allow a 24/7 coverage: in this case, the hourly flexibility is reduced and depends on the opening hours of the place where the locker is located.

Greater time available for the pickup operations made by customers allows to have a broader range of customers who are available at the parcel reception at very different times. The ability of the buyer to travel to the site once they are finished working or at the weekend avoids having to postpone the time of collection and sacrifice time during the day that would otherwise be engaged in other activities. In other cases, hourly flexibility becomes a factor that favours the courier, guaranteeing the possibility of planning and making deliveries at off-peak times, in the early morning or the evening according with the analysed CEP companies projects (UPS, DHL, Cainiaio, Correos).
In addition, the shorter parcels storage time in the lockers should be considered: the reduced space dedicated to the storage of the goods and the high turnover (considered as the use of lockers and the need to have free space to position the products) allow in most cases a stay between three and five days. The greater ease and rapidity of access to lockers already allows customers to pick up the ordered goods more comfortably, not requiring a further extension of the parcel storage time.

4.2. Accessibility

The accessibility of a parcel locker depends on its location and the concentration of the market in the served area. It is therefore essential to have a positioning and coverage strategy outlined by couriers and other operators at the design stage. As a result, the number of lockers and their geographical location impact the effort that the customer must make to collect the order. Increasing the number of locations distributed throughout the territory increases the capillarity and proximity of these to the end-user.

The customer will find more easily a comfortable locker, and that requires the least possible deviation from the places that presides so that the locker integrates with the daily journey of the customer. Besides, it can also be challenging to ensure secure locker locations and to ensure the safety of customers and their parcels at potentially dangerous times and places.

In order to maintain a high occupancy rate, the locker must also be efficient. According to InPost, DHL and LaPoste the best locations for this type of measurement, taking into account the concentration density of the population, are also linked to their availability are mainly metro stations, bus stations, industrial areas and high-traffic areas, service stations, shopping centres, supermarket car parks, schools and universities, bank ATMs.

4.3. Security

In order to assess the safety of the delivery models, it is necessary to determine the factors that depend on the delivery process and the volume of products delivered. The first parameter considered for all the projects analysed is “delivery success”, which is the real possibility to know if the product has been delivered and then be able to verify the delivery. The second parameter is the use of cameras that record 24 hours a day what happens at the delivery points according with Keba and InPost. Finally, real-time connectivity with a private or local police security system must be considered and this is a common solution for national post operators such as LaPoste, Bpost, Posti and Swiss Post.

In the case of an attended delivery, the courier can have the customer sign a document when he receives the package. In this way, the couriers have a document that certifies the success of delivery. It is not possible to guarantee success from the moment the courier deposits the package leaving it at the customer's home without the signature. On the contrary, successful delivery to the parcel lockers takes place when the courier deposits the package in the locker and closes it. For this factor, the locker is a more than safe solution even if the courier must be careful to guard the truck once it loads the packages into the lockers. The solution with locker, is subject to the theft of opportunistic type, despite having security cameras and also real-time connections. There is the possibility of being stolen after picking up the package, outside the surveillance field of the security cameras. In order to guarantee maximum security, they are inserted in the monitored sites (for example, petrol stations, 24-hour car parks, supermarkets). Besides, each machine has usually an anti-intrusion mechanism through cameras for the surveillance of the terminals, which will not record the faces of buyers (for a matter of privacy), active function unless the alarm sounds according with Keba and InPost.

4.4. Environmental Impact / Land Occupation

Consider a simplistic delivery routing route where the courier picks up parcels from the hub, delivers at each node if possible and returns to the sorting centre. The problems that arise with home delivery are determined by the number of customers who are available at home at that time and the capacity of the truck that determines the number of nodes to visit, as well as the distance between them. If customers were not present, the problem of missing delivery is introduced, which leads to the reformulation of a second mission for that package, leaving out another, with a further increase in environmental impacts. If a percentage of the deliveries are destined to the parcel lockers, it means that for the mission there will be fewer points to
visit, fewer trucks to use and consequently fewer distances to cover. By adopting this solution consistently with many parcel lockers that allow having a certain capillarity, traffic and environmental impact decrease. The density of lockers does not seem to influence the processes; it has an impact especially on the courier who needs to extend its journey to fill the lockers, thus increasing emissions. However, the possibility of travelling at full load softens the effect of this phenomenon. For this reason, if deliveries are made to a CDP, if it does not have the capacity, the mission will not only visit one node but will also visit many nodes. Parcel lockers can also solve this problem thanks to their modularity: it means that the cabinet can be expanded according to the level of demand during demand peaks periods (i.e., Black Friday, Christmas, Summer Sales) [13].

4.5. Costs

Most customers shop online because it is fast and convenient, but the delivery, in many cases currently is not yet. The main reasons why customers change their logistics operator are lower prices, better convenience, and comfort in receiving parcels. Both the customer and the courier are therefore looking for the option that reduces the overall cost of delivery.

It is difficult to make a direct comparison between the different delivery options because there are many factors involved such as the type of delivery provided by different e-commerce sites, the volume and weight of the package, the distance to travel. All these costs can be mitigated by the possibility of not having to manage undelivered parcels, so there is no need to make another delivery attempt, reducing stock in the warehouse. For this reason, parcel lockers have a lower price for customers. According to postal operators analysed, the reduction in costs using lockers is 42% compared to traditional home deliveries [23]. Moreover, the installation of a parcel locker can also increase traffic to a store (physical or online) by offering an opportunity for commercial space through advertisements printed on the locker, and also allows the customer to manage cross-marketing and cross-selling operations.

4.6. Methods of use

The ease or difficulty of use influences the choice of delivery method or type of delivery adopted by the customer. The difficulty of use takes into account particular obstacles that may arise in economic, psychological, and intellectual form. However, there is an intellectual difficulty that is a minimum knowledge that people must have to make use of the method used for retrieving parcel: they need at least basic knowledge in the use of computers. For example, customers have to know how to use email and the web tools to purchase and choose the nearest locker to pick up the package, customers have to understand how to interact with the screen of the lockers to be able to pick up the package; however, it should not be an activity of high difficulty because these displays are designed to facilitate its use. The inconveniences that could be created can already be overcome by providing a telephone customer service connected to the lockers and the inclusion of voice/commands for people with disabilities. This type of barrier is not of great importance, because since delivery in e-commerce are considered, it is possible to assume that both the customers and the deliveries operators have at least sufficient competences to manage the different technological means.

The goods return could be more difficult than the delivery: to be able to return the product through the locker is essential to use the label (including barcode) that is sent through the online request, and applying it to the outside of the package. To open the locker door and enter the return, the customer has to scan or type on the locker keypad the return code on the label attached to the package. The return through locker is only available for products used for delivery in lockers, whose packaging do not exceeds the size allowed by the locker’s boxes. The receipt of the authorisation to return must be included in the package with the item to be returned and usually must be performed within a certain amount of days.

4.7. Regulations

The european legislation actually does not provide for specific provisions on lockers, so the current legislation is referred to for similar cases. The locker could, therefore, be treated as a warehouse. However, because of the lack of specific and uniform rules on the subject, it cannot be excluded that the municipal authorities may also bring lockers back to commercial activity and as such make them subject to the
authorisation system (or authorisation rules) provided for in the case of vending machines. Concerning the building aspects, the installation of lockers in existing buildings does not entail the need to acquire specific building titles.

On the other hand, the building permit, requested in many countries as Italy, is provided in the case of “free-standing” lockers. Also, if the locker is installed in a public place, as is the case, for example, for newsstands, a permit to occupy public land will be required with payment of municipal charges. In this case, however, building permit will change depending on the location and type of structure. The uncertainty of the authorisation and building regime referring to the lockers makes it desirable to intervene in order to qualify the nature and prescribe in terms as similar and univocal as possible the titles and permits required for its installation and use in urban areas. This is one of the main reason why it is not easy to install parcel lockers, and there are very few companies that are able to operate in more than one country, such as Keba and InPost that are parcel lockers providers in the most part of the projects analysed.

5. Conclusions

The purpose of this paper is to find the main characteristics that influence the choice of the positioning of the parcel lockers. Correct positioning of the parcel lockers means being able to reach a more significant number of potential customers and make the delivery service competitive concerning home delivery. Moreover, the spread of the use of parcel lockers and the consequent decrease of home delivery would mitigate the negative aspects of this last (more vehicles used for delivery, more stops and consequently more significant congestion of the roads and emission of pollutants). Thus, a review of the scientific literature was first made, but it showed the existence of a few articles, mostly conference papers, which dealt with this topic as a demonstration of how the topic is still not mature and still under study. For this reason, it was decided to apply a case-by-case survey methodology with secondary data. The main European and non-European projects concerning the installation and use of parcel lockers carried out by the leading companies operating in the field: postal operators, postal service providers, parcel suppliers, CEP companies and online shopping platforms were then analysed. By analysing the websites, reports, white papers and newspaper articles related to these projects, we confirmed and better understood the importance and role of localisation characteristics deriving from scientific literature. In particular, availability, accessibility, safety, environmental impact, costs, delivery times, usage and regulation emerged as factors to be taken into account when choosing where to locate parcel depots. The paper has some limitations: it is a first exploratory analysis aimed only at identifying and understanding the factors that influence the location of the parcel lockers. Further research is needed to understand how and to what extent these factors affect the choice of location, for example through the analysis of case studies to compare the performance and degree of use of parcel lockers located in different areas with different dominant characteristics. Also, future research should aim to understand how to use these features to build location models to support decisions.
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Abstract. This is preliminary research to increase understanding of a variety of risks in the supply chain. Explore is risk interconnections and implications to supply chain risk management & sustainability of supply chains. A supply chain involves multiple stakeholders including multi-tier suppliers and customers often located in different locations around the world. The business performance (e.g., efficiency, timeliness, stability), environmental and social implications of the supply chain have been increasingly perceived as integral parts of the global supply chain by all the stakeholders. Accountability towards sustainability is demanded from all the stakeholders. Literature review facilitates the classification of existing research streams on these areas and the extrapolation to supply chain risk and sustainability. Findings are the beginning of exciting research in the near future.
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1. Introduction

A supply chain involves multiple stakeholders including multi-tier suppliers and customers often located in different locations. The business performance (e.g., efficiency, timeliness, stability), environmental and social implications of the supply chain have been increasingly perceived as integral parts of supply chain performance by stakeholders. Sustainable supply chains demands the supply chain to meet the economic, social, and environmental triple bottom line [1], [2]. As companies become more global in scale and dependent on emerging markets, the associated risks can only escalate [3], [4].

Social, economic, and environmental issues create further vulnerability in the supply chain. For instance, a supply chain disruption attributed to climate change was the unusually prolonged drought in Russia over the summer of 2010 [5], [6]. By early August of that year, over one-fifth of Russia’s wheat crop had been destroyed and the government banned all grain exports, contributing to wheat price futures reaching their highest point in nearly 2 years. Consequently, cereal manufacturers were amongst the many food manufacturers facing significant price pressure. As a result, General Mills announced an increases of it cereal line between 4 and 5% in September 2010. These is just an examples of supply disruptions that have severely impacted the global supply chains and have made it critical for supply chain managers to come up with strategies to cope with these unforeseen events that lead to huge monetary losses. The situation of environmental changes, disrupts the supply sources, suppliers resources, strategic sourcing, organizations performance and then reflects on financial and social aspects of society. Sustainable supply chain management demands the supply chain to meet the economic, social, and environmental triple bottom line [1], [2].

Some researchers have explored the qualitative aspects of risk and uncertainty. Other researchers have addressed risk uncertainty through quantitative models. Scenarios have arisen with independent local disruptions and with local and global disruptions that may simultaneously result in all suppliers’ disruptions.
Disruptions may arise from equipment break downs, local labor strike, bankruptcy, local natural disasters, etc.

The objectives of this research are: i) a preliminary exploration of the concepts facilitating the development of a framework addressing risk and its interconnections to global organizations and sustainability. ii) a preliminary framework that may assist in identifying risk within the different stakeholders of the supply chain. iii) the future research agenda based on these preliminary findings. A literature review is addressed next to consider the current state of risk, supply chain risk management (SCRM) and the implications to sustainability to both of the topics. The last section addresses conclusions and future research motivated by the findings from the literature review.

2. Literature review

Globalization has brought other significant risks to organizations worldwide and many of these risks evolved due to the nature of worldwide transactions and operations. Risk makes the supply chains vulnerable and consequently impacts the overall organization’s performance and that of the partners of the supply chain. [9], [10], [11]. Thus, we will address next, Risk; Sourcing, Sustainability and proposed a framework to be explored in future research. This is a preliminary step and will be followed up with an empirical process in future research.

2.1. Risk related concepts

It is essential to have an understanding of the types of risks associated with supply chains if adequate risk management ought to take place in today’s global supply chains. There are several categorizations of risks and several definitions of risk.

[12] indicated that all human endeavors and operations carry some risk and uncertainty. Risk is the effect of uncertainty on objectives as per the International Organization of Standards (ISO). Additionally, [13] indicated that “in whatever way people use the term ‘risk’, there is always a common element, namely, the fact that there is uncertainty about a future outcome.” A distinction needs to be made between uncertainty due to an unknown event (Uncertainty) and due to a known event (Risk) as per [14]. The degree of uncertainty surrounding the event determines the level of risk. The more uncertain the decision maker is of whether the event will take place and what the outcome will be, the greater the possible deviation of the actual from the expected result. [15] suggested to call the terms “known-unknown” and “unknown-unknown.”. For instance, suppliers performance and operational risks can fall into the “known-unknown”; however, natural disasters will fall on the “unknown-unknown.” In the line spectrum of pure risk to pure uncertainty or known to unknown, different types of risks emerged and can be mitigated up to certain extend, but not eradicated. Thus, risk mitigation has evolved and become more and more important for organizations.

Some researchers [9], [10], [11], [16] have set the basis to categorized supply chain risks into two comprehensive categories: operational and disruption (catastrophic) risks. Operational risks is due to inherent uncertainties in a supply chain such as coordination issues, sudden decrease of supply, sudden rise in cost, technology fallout to name a few. The disruption risks are either man made or caused by natural disaster. Some of them include terrorist attacks, civil unrest, political uncertainty, labor strikes and natural disasters - hurricanes, droughts, earthquakes, and so forth. Catastrophic risks is much more than that of operational risks [17], [18]. Business disruptions due to sustainability issues tend to revolve around global supply chains [19] and with their geographic complexity and pressure for cost and lead time reduction, global supply chains are susceptible [20] Disruptions can lead to various risks, for instance, financial risks due to lost sales and environmental penalties, and reputational risk due to negative publicity [17].

Other researcher categorized risk by Macro and Micro risk factors. Table 1 provides a definition and summary of these risks and sources as well as the classification. Macro elements are classified within the elements of PESTLE analysis proposed by [21]. P = political, E = economic, S = social, T = technological, L = legal and E = environmental elements. It is worth to note that those labeled as “Disruption” are the
elements out of the control of organizations or their supply networks. Micro elements are clustered as elements to the organizations and their supply networks. The operational risks, refers to the risks due to inherent uncertainties in a supply chain such as coordination issues, sudden decrease of supply, sudden rise in cost, and so forth.

Table 1: Categorization and types of risks.

<table>
<thead>
<tr>
<th>Categories*</th>
<th>Risk types</th>
<th>Factor</th>
<th>Description/Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disruption</td>
<td>Macro</td>
<td>Political</td>
<td>Changes in trading policies, internal political instability, regional issues. Unstable country infrastructure.</td>
</tr>
<tr>
<td>Disruption</td>
<td>Economic</td>
<td>Global economy issues, elimination of tax benefits to certain organizations, minimum wages, commodity prices, weakness of supply network, exchange rates, interest rates</td>
<td></td>
</tr>
<tr>
<td>Disruption</td>
<td>Social</td>
<td>Terrorism, war, national strikes; labor availability; media attention and transparency; Corruption.</td>
<td></td>
</tr>
<tr>
<td>Disruption</td>
<td>Technological</td>
<td>Unreliable technologies causing disasters.</td>
<td></td>
</tr>
<tr>
<td>Disruption</td>
<td>Legal</td>
<td>Increased regulation toward protection of customers and environment (such as difficulties to obtain environmental certificates of operation or increased product regulations)</td>
<td></td>
</tr>
<tr>
<td>Disruption</td>
<td>Environmental</td>
<td>Flood, avalanche, storm, earthquake or other natural disasters</td>
<td></td>
</tr>
<tr>
<td>Demand</td>
<td>Operational</td>
<td>Uncertain demand, inaccurate forecast, short lead-times, short lifecycle, cost pressure, high requirements from customers, deficient customer relationships, poor communication of specifications, Bullwhip effect</td>
<td></td>
</tr>
<tr>
<td>Manufacturing</td>
<td>Operational</td>
<td>Low capacity/capabilities, accidents, labor strikes, lack of training, poor working conditions, breaks, inventory cost, obsolescence, low manufacturing flexibility and innovation, poor quality controls, maintenance</td>
<td></td>
</tr>
<tr>
<td>Supply</td>
<td>Operational</td>
<td>Inability to handle changes, failures to comply with specs, poor service, price, technological issues, poor quality, bankruptcy, small network, lack of tiers visibility, poor relationship with suppliers</td>
<td></td>
</tr>
<tr>
<td>Information</td>
<td>Operational</td>
<td>Limited ERP implementation, infrastructure breakdown, information delays, lack of information between areas, IT security, lack of compatibility</td>
<td></td>
</tr>
<tr>
<td>Transportation</td>
<td>Operational</td>
<td>Accidents, unnecessary handling, transportation damages, lack of alternatives, pirate attacks, obsolete technology, port strikes, route complexity, deficient port capacity, difficult procedures at customs</td>
<td></td>
</tr>
<tr>
<td>Financial</td>
<td>Operational</td>
<td>Financial distress of a company or its suppliers, financial weakness of customers, insurance issues, low profits, market share challenges, poor cash flows management, poor management of accounts receivables–payable</td>
<td></td>
</tr>
</tbody>
</table>

* [9], [10], [11] and [16]
$s^s$ Adapted from [22] For an extensive list on risks, refer to [23].

2.2. Defining Supply Chain Risk Management

[24] defined supply chain risk management (SCRM) as ‘the practice of managing the risk of any factor or event that can materially disrupt a supply chain, either within a single company or spread across multiple companies.’ [19] and [25] indicated that the main objectives of SCRM are i) an assessment of potential risks and ii) the development of an appropriate plane to avoid or mitigate it. The ultimate purpose of SCRM is to enable cost avoidance, to continue customer service levels and to maintain market position [26]. Nonetheless, [27] suggested that SCRM is the identification and evaluation of risks and consequent losses in the global supply chain, and the implementation of appropriate strategies through a coordinated approach.
among supply chain members (stakeholders) with the objective of reducing the risks. This definition embraces the supply chain organization and its interactions with the downward and upward components. [27]’s definition acknowledges the complexity inherent in global supply chain. The supply chain not only deals with internal operations but essentially considered external relationships with their partners. Amongst the most commonly referred SCRM definition is the one proposed by [28] “is the identification and management of risks for the supply chain, through a coordinated approach amongst supply chain members, to reduce supply chain vulnerability as a whole.” In this definition, it is clear that in additions to the previous points, the element of collaboration is a critical one across the supply chain.

Figure 1, illustrates the risks associated with the supply chain, thus what is involved on SCRM. The elements presented are Global supply chain, Supply chain dynamics, Risks and sustainability. Collaboration is also highlighted through the dotted lines.

2.3. Sustainability

The term sustainability was originally coined by John Elkington in 1994 in the phrase, “people, planet, and profit” to describe the triple bottom line and the goal of sustainability. The phrase has been used since then in a variety of disciplines and contexts. Research has been active to reconcile within other disciplines and areas of science the sustainability concept. Successful sustainability initiatives needed decision models that required proper capital investments. [30] researched the impact of sustainability and external integration. They found that external integration controlled by SCRM impacted manufacturing flexibility and influenced sustainability. Additionally in 2017, [31] converged that communication, commitment, flexibility, synchronous decision-making, and coordination between SC stakeholders was necessary to moderate extreme demand fluctuations. Moreover, sustainability metrics were found to be impacted by organizational flexibility and effective SCM procedures of global organizations [32].

Prior scholars used various research techniques to show thematic and numerical relationships between SCM and organizational sustainability [32], [33], and [34]. Social, environmental, and economic indicators affected global SCM sustainability initiatives to measure performance. [35] specified that environmental and economic dimensions are focal research topics, globally. However, sustainable global SCM has been
evaluated from the environmental, economic, and social dimensions; [36] and [37] found that academic research highlighted one or two dimensions, and falsely equated green and sustainability with the social dimension. Therefore, social, environmental, and economic indicators are critical to global SCRM and sustainability initiatives.

It seems clear from previous research that sustainable operations place a particular emphasis on managing economic, environmental, and social sustainability risks (Jaehn 2016). The sustainable management of SC risks is emphasized as an important strategic element. Risk management is then a supporting facet of sustainable supply chain by maintaining the requirements of contingency planning, supply disruptions, and outbound supply chains. Sustainable products are feasible though sustainable operations. Risk management for sustainable supply chains shall improve supply chain performance by reasonable trade-offs and also by a greater number of win–win situations between the sustainability dimensions of the triple bottom line.

3. Conclusions and Future Research

There are numerous definitions for risk sources; the definition that best match with operational definitions includes that risk sources are “any variables which cannot be predicted with certainty and from which disruptions can emerge.” [26], [19]. Also of significant importance is that risk sources have become more essentials as supply chain become more complex and modern. The increasing trends of supply chain time compression, responsiveness and agility, and the outsourcing of production to lower labor cost has increased risks to natural and man-made disasters [27], [19]. Business disruptions due to sustainability issues tend to revolve around global supply chains [19], and with their geographic complexity and pressure for cost and lead time reduction, global supply chains are susceptible [36], [37]. Disruptions can lead to various risks, for instance, financial risks due to lost sales and environmental penalties, and reputational risk due to negative publicity. Risk management has become of critical importance due to increased frequency of risks, longer recovery time and the focal firm’s responsibility for unethical issues and any actions at any tier in its supply chain. Little is known about the relationship between sustainability and risk issues in supply chains in general [19] and [34]. It is not completely clear what sustainability risk is, how companies in volatile and demand-driven markets should be managing it, how sustainability risk affects operational performance and, finally, what could be an appropriate framework or typology for managing supply chain risk within sustainability. The demand for such investigations is supported by the interrelationships between the components presented in Fig. 1.

The author is currently developing a criteria to be considered for interconnecting sustainability and supply chain risks. Once the framework is developed, some cases studies will be introduced to support the components of such model.
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Abstract. This paper presents a preliminary analysis of Urban Logistics Spaces (ULS) in Barranquilla, Colombia, with the aim of defining a typology in port cities in developing countries and examining the relevance of using a specific typology for those cities or having a unique and general typology, for any city in the world. Firstly, the background to the research is presented. Then, the methodology for the characterization of urban facilities and the definition of the typology is presented. A qualitative characterization was carried out through semi-structured interviews, in order to understand the specificities of the ULS located in Barranquilla, and to analyses how the logistic spaces that are not yet in that context could improve the city's logistic system. The data collection was carried out with the participation of nine (9) actors belonging to the logistic system of the city of Barranquilla. The results show that the "standard" typology chosen, typical of the European context, is partially recognized by the professionals of Barranquilla, and therefore the identification of other types of ULS currently operating in the Colombian context was obtained. Consequently, it is necessary to standardize the typology of urban logistic spaces and to deepen the analyses to define a general typology, which would be reduced in relation to the type of city, but which would have a unified general base capable of being later adapted to any city.
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1. Introduction

Freight transport in cities is essential to their economic life, while at the same time it is a source of certain nuisances, in particular urban road congestion and pollution. The movement of goods represents approximately 10 to 20% of all journeys in a conurbation, so various urban stakeholders deal with proposing solutions to reduce environmental nuisances and cost of urban freight distribution. One strategy is the implementation of ULS, which can be seen as the interface between interurban and urban supply chains, linking producers and urban consumers. ULS are interfaces used to facilitate the relations between dispatches and receptions, between the roads and the point of operation, between the city and its distant surroundings. Their purpose is to reconfigure the flows through the city for the benefit of all or some of the parties affected by economic exchanges. Currently, work on ULS typologies is mainly carried out in Europe (and other developed countries), but its deployment in emerging economies remains less explored. It seems therefore interesting in these
contexts to examine the suitability of ULS, mainly in logistics cities such as those related to ports with large industrial and logistics structures. The aim of this paper is to identify existing solutions with respect to ULS in the city of Barranquilla, Colombia and to analyze which logistic spaces (present or not) could improve the city's logistic system. In fact, an important effort has been made in developed countries to evaluate and implement urban logistics solutions for last mile delivery in cities. However, efforts in low- and middle-income countries are not well documented in the scientific literature. Therefore, we also propose a typology of ULS that can be generalized in different contexts and types of cities according to the results obtained of the case study and a review of the existing ULS. The paper is organized as follows. First, background information on the current state of knowledge and practice regarding urban logistics spaces is presented, followed by a description of the research methodology. The results of the study are then discussed and a general typology of ULS was proposed. The paper ends with some conclusions and opportunities for future research.

2. Background

An Urban Logistics Space (ULS) can be defined as an interface used to facilitate the relationship between shipments and receipts, between roads and the point of operation, between the city and its surroundings, with the purpose of reconfiguring the flows through the city for the benefit of all or some of the affected parties (actors) by the economic exchanges [2]. According to [4], in Colombia, logistics facilities are commonly known as logistics centers, with the understanding as strategically located facilities in highly productive regions with the purpose of concentrating and supplying services which are complementary to their main activities and to work in function of the physical integration of the territory and conforming a social factory that propends for the well-being, the strengthening of productive activities and the consolidation of political-administrative bonds to promote territorial competitiveness.

The selection of a specific land use strategy by a private party often depends on the basic operations it will host, the structure and size of the customer orders, the logistics units managed, the material handling costs, the availability of storage space and labor resources, among others, i.e. mainly the technical aspects and the needs of the company. Regarding the conditions for the development of logistics functions in urban areas, and although the most appropriate solution would be to establish large facility complexes in metropolitan areas, large cities tend to have expansion policies not entirely following this logic [6], leading to logistics sprawl phenomena [7]. In this way, the impacts of locating logistics centers in metropolitan centers or peripheral areas have been widely discussed by various researchers [7][8][9]. In relation to immediate port hinterlands, which remain relatively captive, distant hinterlands are highly contested. In cases where road is the dominant mode, transport costs are a function of distance and therefore often the determining factor in the choice of port [9].

The concept of an interface designed to orient flows in direction to urban areas is relatively old. The first approaches date back to about sixty years ago, with the development of the first urban logistics facilities (in the form of urban consolidation platforms), although the systematic proposal of urban consolidation and distribution centers has been deployed in the 90’s [10]. In practice, those facilities, initially deployed on an economic viewpoint [11], turned out to be difficult to implement due to the diversity of the application cases encountered, in contrast to the transport of passengers, except for the geography of the movements, which takes forms that are generally similar Those obstacles have certainly prevented the emergence of systems for centralizing consignments. However, the solutions have been refined over time and we have seen the appearance of new and different categories of facilities. Moreover, in cities of emerging countries, and mainly in those with a high logistics activity (like port or intermodal platform cities), this typology merits precision and a more in-depth analysis, to evidence the suitability of that classification and the eventual needs of revising it. For those reasons, we propose below, via a case study, a methodology to adapt and evolve this typology to other contexts. It is important to mention that a general typology of ULS would allow a valuable tool for decision makers on the many aspects that can be useful for the selection, design and/or location of logistics spaces in any type of city or context.
3. Research Methodology

Boudouin et al. [2] present a typology of ULS for the European context, according to their applicable spatial and functional coverage, with slightly different objectives in comparison with the Colombian context. These spaces are classified into two large groups, the Generalist ULS and the Specialist ULS. This typology (see Table 1) was used as the basis for this study. On one side, Generalist Urban Logistics Spaces are considered as high-rotation storage platforms, as points of articulation between urban and interurban areas. Generally, these sites tend to be easily accessible and located near the delivery areas, which makes them very desirable spaces. Among these are the so-called urban logistics areas, distribution centers, and multifunctional buildings. On the other side, the problems of urban deliveries are not of the same type, each city, each context has its own specificities and according to social and economic issues. Therefore, Specialists Urban Logistics Spaces adapt to a wider range of products and clients, and are categorized, spatially and functionally, into three groups.

<table>
<thead>
<tr>
<th>Types ULS</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GENERALIST</strong></td>
<td></td>
</tr>
<tr>
<td>Urban Logistics Zones (ULZ)</td>
<td>It allows the actors of Urban Logistics to position themselves close to customers to minimize vehicle movements. Functionality: Transshipment and Operations before final delivery.</td>
</tr>
<tr>
<td>Urban Distribution Centres (UDC)</td>
<td>It manages the transport flows in the city to channel it to a site where they are consolidated and sent by a specialized operator. Functionality: Operates dense areas in the most complicated hours.</td>
</tr>
<tr>
<td>Logistics Hotels: Multi-Functional Buildings</td>
<td>Multi-purpose building, Ability to integrate various types of activities around logistics and distribution. Large and attractive space increases the economy.</td>
</tr>
<tr>
<td><strong>SPECIALIST</strong></td>
<td></td>
</tr>
<tr>
<td>Vehicles Host Point (VHP)</td>
<td>Vehicle Host Points, due to the negative effects of other users. (Congestion, disorganization and other annoyances.) Appropriate place to park, which allows safe access for delivery drivers to operate their deliveries.</td>
</tr>
<tr>
<td>Goods Reception Points (GRP)</td>
<td>Replacement interfaces of the recipient, to avoid the last meters. The division is both spatial (Point of arrival or departure of the shipment) and temporary (delivery or collection in a period of time according to the interests of both parties.)</td>
</tr>
<tr>
<td>Urban Logistics Boxes (ULB)</td>
<td>Interfaces between the operator and the client, without any kind of necessary human presence at the place of transshipment. The main advantage of this is the control of time. (The notion of time is very important). The boxes can be fixed or mobile. They are implanted in private or public places.</td>
</tr>
</tbody>
</table>

Source: Adapted for academic purposes in [2].

In Colombia, the development of the logistics sector has been one of the biggest bets in the country in recent years, in a logical attempt to take advantage of land availability and the excellent strategic location of the country's ports, especially in the Caribbean Region[13]. Thus, the city of Barranquilla and its metropolitan area have had in the last years a strong vocation to be a center of logistic, industrial and specialized services, whose main task is to act as a link node of the country and the global economic dynamics. For this reason, the city of Barranquilla is taken as a case study.

Given the exploratory nature of this research, a qualitative study has been carried out to understand the specificities of urban logistics spaces in the city of Barranquilla, Colombia. This research is composed of a set of interviews to address the city's case study. The case study research approach is based on methods and tools used to collect information in the natural and unique context in which the studied phenomenon is developed considering the contextual and temporal aspects [14][15]. The importance and value of this method increases when existing perspectives or previously developed perspectives are not necessarily applied to the study in new contexts [14]. Therefore, the above characteristics justify the case study approach as one of the inputs for the diagnosis of the city under study. It should be noted that studies of regulations, standards and other official and technical documents on logistics legislation in Colombia are, at this time, beyond the scope of this study. They will be analysed in future research developments.

The non-concentric characteristics of most Colombian cities, the population size, the growth of the cities, the complexity of mobility, among others, as well as the conditions, characteristics and regulations of the municipalities of the region call for particular and different context that needs to be explored. Information was collected using semi-structured interviews. An interview’s guide on a set of selected stakeholders in the city Barranquilla, Colombia, was carried out, to verify how the proposed typology and taxonomy from literature can be changed to deal with the Colombian (and Latin American) reality.
Starting from the European typology of ULS, we identified which of these types of logistics spaces exist in the city of Barranquilla. Nine companies both public and private with different types of logistical participation (one 1PL, one 2PL, one 3PL, four 4PL, one 5PL and one public entity), were selected for the interviews. Logistics Managers, Supply Chain Managers or the equivalent were approached. The guided interview consisted of two main parts. The first was oriented to ask managers if they consider that there are logistics spaces in the city, according to the typology obtained from the literature review. No information on this typology was provided to the interviewee. In a second stage, the respondent was informed about this typology and then asked about his or her knowledge of these types of ULS.

4. Findings

4.1 Types of Urban logistics spaces for Barranquilla city by stakeholders

All cities in the world have particular characteristics in terms of their territorial organization, mobility, regulations and other fundamental aspects for the development of an urban logistics system. In the case of Colombia, the country is very diverse according to the context and needs of each region. The nine (9) actors of the logistic system of the city of Barranquilla who were interviewed, gave us their own definition of the logistic spaces according to the reality they live every day. From the interviews it can be inferred that in the context of Barranquilla an urban logistical space (ULS) is an area, which forms part of the supply chain, in which various essential operations (and services) are developed, allowing the distribution of goods with the objective of satisfying the needs of the clients and final consumers. Subsequently, the interviewees made their own classification (without having the proposal in the background section). Table 2 presents a summary of the ULS mentioned and the frequency.

<table>
<thead>
<tr>
<th>STAKEHOLDERS</th>
<th>Types of Urban Logistics System of Barranquilla's city.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 1 PL</td>
<td>Free trade zone Industrial Parks Package Store</td>
</tr>
<tr>
<td>2 4 PL</td>
<td>Distribution centers Ports - Docks Place of transshipment</td>
</tr>
<tr>
<td>3 4PL</td>
<td>Industrial plant Logistic agencies Points of sale</td>
</tr>
<tr>
<td>4 5 PL</td>
<td>Enforcement areas Logistic centers Business Centers</td>
</tr>
<tr>
<td>5 3 PL</td>
<td>Logistics operators Customs warehouse Green zones</td>
</tr>
<tr>
<td>6 2PL</td>
<td>Parking lots Shed Warehouses</td>
</tr>
<tr>
<td>7 4 PL</td>
<td>Logistics operators Customs warehouse Green zones</td>
</tr>
<tr>
<td>8 Public</td>
<td>Free trade zone Industrial Parks Package Store</td>
</tr>
<tr>
<td>9 4 PL</td>
<td>Distribution centers Ports - Docks Place of transshipment</td>
</tr>
<tr>
<td>Total</td>
<td>9 9 8 9 2 9 1 1 1 2 0 2 2 6 2 1 3 1 5</td>
</tr>
</tbody>
</table>

Source: Own preparation based on the results obtained from the study.

According to the definitions of the ULS that are part of the context of the city of Barranquilla, there is a lack of denomination and classification of them. This is evidenced by the fact that most of the ULS that make up the city's logistics system carry out similar or even the same operations. The main reason that makes these logistics spaces easily identifiable by the actors is the volume of goods they handle. However, some of these spaces have more technology than others, which makes them very attractive, especially for users who require a type of integrated logistics service.

Knowing that most of the ULS in Barranquilla are identified by the actors according to the volume and variety of logistic services they offer, in the spaces mentioned by the interviewees, we found that their characteristics allow some of them to be "homologated" according to their functionality and coverage as is the case of the Parcel, Batch and Warehouse; these three spaces can be found in different sizes, and allow the storage of the merchandise before proceeding with its distribution. We also find Distribution Centers and Logistics Centers, both spaces are conceived as relatively large, technified spaces, where various types of basic logistics activities are carried out, to finally distribute goods, generally of all types.
4.2 Types of urban logistics spaces (ULS) in Barranquilla, according to the proposed typology

For the second phase of the study on the typology of urban logistics spaces (ULS), they were made known to the interviewees, the types of ULS that make up the logistics system of Europe and some definitions and characteristics of these spaces. Once the interviewees knew the categorization of the logistics spaces of the European context, they related the spaces of the city of Barranquilla (mentioned above), with the typology provided. Table 3 presents the relationship described by the participants of the study.

Table 3: ULS of Barranquilla's City according to the European typology.

<table>
<thead>
<tr>
<th>STAKEHOLDER</th>
<th>Generalist</th>
<th>Specialist</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urban Logistics Zones (ULZ)</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Urban Distribution Centres (UDC)</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Logistics Hotels: Multi-Functional Buildings</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Vehicles Reception Point (VHP)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Goods Reception Points (GRP)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Urban Logistics Boxes (ULB)</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

Source: Own preparation based on [2]

According to the ULS proposed typology, and to the relationship expressed by the interviewees, about the types of logistics spaces, it is denoted that most of the urban logistics spaces (ULS) that make up the logistics system of the city of the case study, they are Generalist spaces; high rotation platforms, where various types of operations are carried out depending on the distribution logistics and generally easy access to participants in the supply chain. Barranquilla is currently venturing into the design, creation and use of modern and more integrated spaces such as the Multi-Functional Buildings. In the opposite case, Barranquilla still does not have many Specialist Urban Logistics Spaces (ULS). In relation to Vehicles Reception Point (VHP), and Goods Reception Points (GRP) can be found today in private companies. While the ULB Urban Logistics Boxes are not part of the city's logistics system.

It should be noted that unlike the European context, in Barranquilla there are no urban logistics spaces that are administered by the government, accessible to any company that requires it. However, there are private companies that have their own points, and logistical spaces for their operation. Nowadays, the collaboration of different stakeholders (public and/or private) is being achieved and they are reaching an agreement for the management and use of this type of space, which is considered an advance for the city's logistics system. Regarding the typology of Generalist ULS, Urban Distribution Centres are present both in Europe and in Colombia, although with some small differences. Unlike the Colombian reality, the typology of European ULS indicates that the Urban Distribution Centres operate in the densest areas and at the most complicated times, while in Colombia, the ULS are generally located in the surroundings of the city (of easy access) and operate at the quietest times, facilitating the dynamism of the city.

4.3 How could the Urban Logistics Boxes (ULB) improve Barranquilla’s city logistics system?

As mentioned in the previous section, Barranquilla does not yet have the Urban Logistics Boxes. Once it was identified that this logistical space does not form part of the city's logistical system, the actors involved were asked how they considered that the Urban Logistics Boxes could improve the city's system. All interviewees agreed that an automated and technologically advanced space, such as the Urban Logistics Boxes, could greatly improve the logistics system. They described that it could be a much more agile flow system, more economical in terms of time, transport, human resources and other types of costs that are considered for logistics operations. They considered aspects that affect not only the logistics system, but the pace and dynamism of the city in general. The importance of a space of this type for the reduction of environmental impact was also mentioned, which is part of the main objectives of Colombian Logistics until the year 2022.
5. Generalization issues

Due to its strategic location, Barranquilla’s city, during the last decades has had a strong vocation to be a logistic and industrial centre. Although each city has specific characteristics, it is possible that there are some cities, such as Barranquilla, that have similar logistical spaces, and that their geographical location allows for similar management of these types of spaces. For this reason, this section proposes a classification of ULS, aimed at cities that have specific areas such as ports and docks, especially if they are located in developing countries. The following proposed ULS classification refers to the type of operations carried out and the volume of trade handled (see Table 4). It should be noted that due to its privileged geographical location, Barranquilla has a kind of specialized urban logistics space such as ports, located on the coast or on the banks of a river where ships carry out loading and unloading operations.

Table 4. Preliminary proposed classification of Urban logistics spaces (ULS) for the Barranquilla context

<table>
<thead>
<tr>
<th>Volume of Goods</th>
<th>Storage Centers</th>
<th>Integral Consolidation Centers</th>
<th>Centers for Logistics management</th>
<th>International trade handling</th>
<th>Specific areas</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>Lots</td>
<td>Point of sale</td>
<td>Logistic agencies</td>
<td>Free trade zone</td>
<td>Enlistment areas</td>
</tr>
<tr>
<td></td>
<td>Package Store</td>
<td>Logistic centers</td>
<td>Business centers</td>
<td>Customs warehouse</td>
<td>Docks</td>
</tr>
<tr>
<td>+</td>
<td>Warehouses</td>
<td>Distribution centers</td>
<td>Logistics operators</td>
<td>Transhipment facility</td>
<td>Parking lots</td>
</tr>
<tr>
<td></td>
<td>Industrial Plant</td>
<td>Industrial Parks</td>
<td></td>
<td></td>
<td>Ports/intermodal structures</td>
</tr>
</tbody>
</table>

Source: Own elaboration based on the results obtained from the study.

Table 4 shows a typology of urban logistics spaces that can be applied to different port cities in the world, given the characteristics of the city of Barranquilla.

When examining it in depth, we observe that most of the types of facilities are found in other contexts:
- Storage centres and integral consolidation centres are located in different cities in both developed and developing countries. However, since these facilities are generally located in areas of activity, the main differences are organizational and location, but not technical and functional, the main characteristics that define these platforms and their organizational issues remain similar in most contexts. In fact, in developed countries, the main industrial and business zones are located in peripheral areas, and in developing countries the mix of space (households, retail and industry/business) is greater, but the difference then arises in the location and socio-economic options, not in the functional aspects of the facilities.
- Logistics management centres are mainly business-related, and then seem to be applicable to different contexts, with cultural and socio-economic issues being on a second level to technical and functional issues.
- The management of international trade and specific areas will not apply to all cities (only those with such activities because they will have customs agencies or specific logistical activities specific to such modes and transport organizations will be able to deploy them), but then, we observe that transhipment/greenfield zones and ports (whether river or sea) and intermodal platforms will be present in a wide variety of cities. The typology seems then a first step into defining a stable, unified categorization but will need further work (for example testing it in other contexts) to state on its robustness and transferability.

Moreover, considering the results obtained, together with an exhaustive analysis of the literature on ULS and the existing ULS typologies, we have been able to propose a general typology of ULS that can be adapted to any type of city (See table 5). It is important to mention that a general typology of SU according to the design and dimensions of the physical infrastructure, the flows, the types of actors and/or partners interested behind those spaces, and the specific purposes of each type of logistics space would contribute to the relevant location of these, and therefore to the efficiency of the logistics networks, as well as to the improvements in the goods transport sector.
Table 5. General Classification of Urban logistics spaces (ULS).

<table>
<thead>
<tr>
<th>ULS types</th>
<th>Functionalities</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GENERALIST</strong></td>
<td></td>
</tr>
<tr>
<td>Urban Logistics zones (ULZ)</td>
<td>ULZ are large multipurpose zones that integrate various types of ULS and allow easy access and location near the delivery zones. Reduces the number of vehicles on the roads and improves operations productivity.</td>
</tr>
<tr>
<td>Urban Distribution centers (UDC)</td>
<td>ULS of medium or large dimension designed for the consolidation and shipment of goods, which facilitates flows, especially in dense areas of cities. Improves the urban environment and limits conflicts between users in the public thoroughfare.</td>
</tr>
<tr>
<td>Logistics Consolidation Centers (LCC)</td>
<td>Logistical spaces with large or medium dimensions, where the cargo is shipped at the same time instead of making small separate shipments. To reduce costs, cargo volume rates are paid.</td>
</tr>
<tr>
<td><strong>SPECIALIST</strong></td>
<td></td>
</tr>
<tr>
<td>Good Storage Centers (GSC)</td>
<td>Platforms of various medium and large dimensions, which are responsible for the reception, storage and movement within the same warehouse, as well as processing and securing the information of the data generated in each of the processes of logistics operations.</td>
</tr>
<tr>
<td>Logistics managements centers (LMC)</td>
<td>Interfaces generally of small and medium dimensions, where the design of one or several stages of the supply chain is managed, such as procurement, transport, storage and distribution for customers (companies) who require the service. Better plan and manage logistics operations.</td>
</tr>
<tr>
<td>Vehicle Reception Points (VHP)</td>
<td>Vehicle receiving points, medium and large, is used as an appropriate place to park the transport of cargo, allowing safe access for delivery drivers to operate their deliveries. Reduces time to reach the customer.</td>
</tr>
<tr>
<td>Automated Logistics Centers (ALC)</td>
<td>ULS with operator-client interaction, usually small and medium sized. The main advantage of this is time control. ALCs can be fixed or mobile, in public or private places. They are implanted in public or private places. It allows the delivery or collection of goods in the absence of the customer.</td>
</tr>
</tbody>
</table>

Source: Own elaboration [13].

6. Conclusion

This paper is, to the best of our knowledge, the first that inquiries about the urban logistics spaces of a city in a developing country. The city of Barranquilla, Colombia is taken as a research case study, as it was a city that for many years suffered in its logistical processes, and since eight years ago it has been improving in its logistics system, thanks to the integration between the public and private actors so promoting the development of the city. Without forgetting, of course, its strategic location which makes it the owner of a large urban logistical space such as the city's Port, and the ports of the Caribbean Region, which are not related in the European typology of ULS. Barranquilla’s Plan of Territorial Organization has suffered constant changes due to land use regulations. Therefore, new research on these issues, including the ULS, becomes difficult when considering the stability of the political ecosystem. This is a negative impact for the advancement of the city's logistic system. In spite of the fact that the city of Barranquilla is the anchor city of the Colombian Caribbean, where most of the region's goods are received and dispatched, there are not enough logistical nodes for transshipment and last mile operations that could generate high costs, and negative satisfaction for customers. Based on the findings of the interviews, the functionality of the logistic spaces operating in Barranquilla allows us to propose a new typology of urban logistic spaces (ULS), in addition to the ports of the Region. The different types of operations are carried out in different ULS in an integrated manner, with the difference in the volume of goods handled in them. According to the definition of the Generalist ULS of the European typology, the spaces that are found in the logistic system of the Colombian context (such as Free Zone and Customs Warehouse) could be part of that qualification. However, due to the special conditions, in terms of tax benefits, and handling of international goods, it is considered that they should be included within the classification of Specialized ULS. Additionally, the results of this study provide valuable information on the numerous aspects that can be useful for the selection or location of ULS and for decision makers who wish to stimulate the development and economic, social, logistical and even environmental progress of the world's cities through logistical configurations. It is worth mentioning that it would be relevant to replicate the method of information collection in different cities and countries, we could according to the real information of each context.
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1. Introduction

Parallel machine scheduling is among the most studied issues in the literature related to operational research. Early works on the field date back to 1950s [1] and numerous papers have been published since. Multiple areas of application can be found to the parallel machine scheduling, ranging from industrial production and manufacturing to healthcare services, such as operating theatre scheduling [2]. Different configurations of parallel machine scheduling problems have been studied and various constraints have been dealt considered, namely the preemption [3], the setup times [4], the ready and due-dates of the operations [1] [5] or the availability of the resources that may be required in the process [6] and which may refer to workers, mechanic robots or various tools [6] [7] [8].

In this paper, we are interested in the latter configuration and study a scheduling problem where n operations have to be scheduled on a set of m parallel machines \{M_1, M_2, ... M_m\}. To be processed, each operation needs to use a specific type of resource from a set \{R_1, R_2, ... R_r\} of r resources of different types, which means that two operations requiring the same type of resource cannot be processed at the same time. The considered objective is the minimization of the global completion time of the operations (makespan). The rest of the assumptions are the following: the operations requiring the same resource can be performed in any order (i.e. disjunctive constraints), the operations’ preemption is not allowed (i.e. once an operation has started, it cannot be interrupted) but waiting time is authorized between two operations using the same resource.

This problem is formally noted \(P|\text{Res. 11}|C_{\text{max}}\) using the three-field notation of Graham et al. [9], with \(P\) referring to the parallel machine scheduling issue, \text{Res. 11} meaning that there is only a single copy of each type of resource and that each operation requires exactly one resource to be processed, and \(C_{\text{max}}\) referring to the objective function (the makespan minimization). This problem is NP-hard for a number of machines \(m \geq 2\) [10]. This complexity can be easily demonstrated as the \(P|1|C_{\text{max}}\), which is particular case of the
problem we study (i.e. when each resource is required by only one operation) is already NP-hard for $m \geq 2$ [11].

This paper is structured as follows: In section II, we present a brief literature review of the main works on the parallel machine scheduling problems under constraint reservation constraints. In section III we present a constraint programming model for the exact solving of the $P|Res.11|C_{\text{max}}$. In section IV, we lead an experimental study where the performance of the proposed model is compared to two mathematical linear models from the literature. We then end our paper with our conclusion, remarks and perspectives.

2. Literature review

In the literature on the parallel machine scheduling, the studied problems can be classified in three different categories [12]. These classes of problems are based on the nature of the considered machines, which can be identical [13] [5], uniform [14] [15] or unrelated [16] [17]. Identical means that the machines have the same speed of operations’ execution; uniform means that the machines have different speeds of execution, while the unrelated machines environment means that the speed of execution of an operation depends on the machine to which it is assigned.

Among the most considered objective functions in the parallel machine scheduling problems, we can mention the makespan minimization, the lateness minimization, the minimization of the number of tardy operations, or the minimization of the sum of the operations’ completion times. A literature review on the makespan minimization in a parallel machine environment is provided by Mokotoff [18].

In most of the studied parallel machine scheduling problems, the machines are considered as the only resources necessary for the operations’ execution. However, such configurations may sometimes not be representative enough of real production environments, where the operations may require additional resources for their process. Edis et al. [19] present a literature review on the parallel machine scheduling problems under resource reservation constraints, while Blazewicz et al. [10] provide a classification of these problems on the basis of their complexity. From this classification, it appears that the vast majority of the problems is NP-hard, which leads some authors to consider the parallel dedicated machines, where the assignation of the operations to the machines is already fixed, to reduce this complexity.

Kellerer and Strusevich (2008) provide a heuristic method for the $P|Res.11|C_{\text{max}}$ with dedicated machines (noted $PD|Res.11|C_{\text{max}}$). The algorithm consists in selecting, at every iteration, the machine with the lowest release date, and giving the priority to the operation that can be performed at the earliest, among those that are assigned to it. The authors proved that their heuristic has a performance worst-case ratio $\rho = 2$.

To the best of our knowledge, [20] and [21] are the only papers that have dealt with the $P|Res.11|C_{\text{max}}$. In [20], the authors present two linear mathematical formulations of the problems. The first model is based on machine scheduling, while the second one is inspired from strip-packing problems. They also provide a dichotomic algorithm that is based on a lower and upper bound and a feasibility test. They tested two solving strategies: In the first one, the problem instances are directly solved with the algorithm, while in the second, the instance is decomposed into two smaller sub-problems which later will be solved by the dichotomic algorithm. The experimental study showed that strip-packing formulation outperformed the machine scheduling based model, while the solving strategy based on the problem decomposition improved the performance of the dichotomic algorithm. Abdeljaoued et al. [21] are interested in the approximate solving of the $P|Res.11|C_{\text{max}}$ and present two heuristic methods and a simulated annealing metaheuristic. The first heuristic is an iterative algorithm that gives the priority to the longest operation requiring the most demanded resource, while the second one uses a lower bound to balance the machines, to which are assigned blocks of operations using the same resource. The authors led an experimental study in which these methods are compared to other adapted heuristics from the literature and the results showed that using the first proposed heuristic and the simulated annealing ensures near optimal solutions.

Another category of problems is the one where the assigned resources determine the speed of execution of the operations. Ruiz-Torres et al. [22] studied such a problem where the resources are assigned to the machines at the beginning of the scheduling, without the ability to switch to another one. The considered objective is the minimization of the number of tardy operations and two versions of the problem are studied: in the first one, the machines are dedicated while in the second, the assignation of the operations to the machines is part of the problem. The authors provide a mathematical model and a set of heuristics to solve the problem. Daniels et al. [23] present a mathematical formulation and an exact algorithm for a
problem where the speed of execution of the operations depends on the amount of resources that are assigned to them.

In our literature review, we were also interested in the open-shop problem which share a common characteristic with the $P|\text{Res. 11}|C_{\text{max}}$: the disjunctive constraints. Indeed, in the open-shop problem, the operations of the same job can be performed in any order; the jobs can therefore be considered as resources to be used by the operations. To the best of our knowledge, only Guinet and Saadani [24] considered the parallel machines in an open-shop environment. They provide a set of two-step heuristics to solve the problem. The first step consists in determining an assignment order of the operations for which they tested procedures like LPT (lower processing time), SPT (shortest processing time) and a NEH based heuristic [25]. The second step assigns the operations to the machines and for this phase, the authors propose procedures like FAM (first available machine), LBM (last busy machine) and the heuristics of Bräsel et al. [26] and Herrmann et al. [27]. The comparative study carried out showed that the combination LPT-LBM and NEH-LBM have the best results.

As we can see from this literature review, several of effective heuristic methods have been proposed to solve the $P|\text{Res. 11}|C_{\text{max}}$, while exact methods are limited to linear mathematical formulations. In this work, we attempt to fill in this lack of knowledge and are interested in the exact solving of the $P|\text{Res. 11}|C_{\text{max}}$. We provide a constraint programming model and lead an experimental study to compare its performance to the two mathematical models proposed by Abdeljaoued et al. [20].

### 3. Constraint programming model

Besides the mathematical formulation of the problems and the models’ solving with software like IBM Cplex, we notice that an increasing number of studies dealing with scheduling problems opt now for the constraint programming modeling [28] [29]. Indeed, the CP Optimizer component of Cplex, which is a tool specialized in solving constraint programming problems, can offer more practical techniques for the modeling of scheduling problems, which often leads to better performance in terms of solving times.

Two kinds of problems can be solved with CP Optimizer: constraint satisfaction problems, where the objective is to determine whether a given solution is feasible or not (by checking if all the problem’s constraints are respected), and optimization problems, where the objective is to find the solution that optimizes a given objective function. CP Optimizer uses various algorithms to solve the constraint programming models, namely the constraints’ propagation and the variables’ domain reduction (i.e. the elimination of the non-feasible values for each variable).

#### 3.1. Presentation of the used variables

Among the most important functionalities offered by CP Optimizer are the pre-established variables’ and constraints’ structures. The interval type is one of the most useful elements for the efficient modeling of scheduling problems. An *interval* variable $x$ represents a task (operation) to be performed within a time window and has 5 properties. We enumerate them below:

- **startOf($x$)**: The starting-time of operation $x$.
- **endOf($x$)**: The ending-time of operation $x$.
- **sizeOf($x$)**: The processing time of operation $x$.
- **lengthOf($x$)**: The time-window within which has been performed the operation $x$. If $x$ is performed without any preemption, $lengthOf(x)$ and $sizeOf(x)$ have the same signification.
- **presenceOf($x$)**: An *interval* variable can be optional. The presence or absence of such a variable is therefore determined by the property $presenceOf(x)$. In the case where $x$ is absent, the values of all of its properties are considered as *null*.

The precedence constraints between the *interval* variables can be represented in different ways: The *sequence* type is a type of variables used to define the global order of a set of *interval* variables. The constraint type *endBeforeStart* ensures that the ending-time of an *interval* variable is lower than the starting time of another *interval* variable, while the constraint type *noOverlap* ensures that a set of *interval* variables cannot be performed at the same time (i.e. disjunctive constraints).

For the modeling of the $P|\text{Res. 11}|C_{\text{max}}$, we use the following *interval* variables:

- An array $M$ of $m$ optional *interval* variables to represent the activity of the $m$ machines. The use of optional variables is justified by the fact that a machine can be empty, in the case where no operation is assigned to it.
A two-dimensional matrix \( A \) of \( n \times r \) interval variables to represent the processing times of the operations, with \( r \) being the total number of resources and \( n \) the total number of operations. Given that each resource \( k \) has to perform a sub-set \( I_k \) of operations, with \( \sum_{k=1}^{r} |I_k| = n \), the processing time of each operation is given by the property \( \text{sizeOf}(A_{ik}) \), with \( i \in I_k \). In the case where the element \( A_{ik} \) has an index \( i \in I_k \), \( \text{sizeOf}(A_{ik}) \) is fixed to 0.

A three-dimensional matrix \( B \) of \( n \times r \times m \) optional interval variables to represent the assignation of the operations to the machines, \( \text{presenceOf}(B_{ijk}) \) is true only if operation \( i \) of resource \( k \) is assigned to machine \( j \), and in that case, the value of the property \( \text{sizeOf}(B_{ijk}) \) is equal to the value of \( \text{sizeOf}(A_{ik}) \).

The other needed variables for the modeling of the \( P|\text{Res.11}|C_{\text{max}} \) are of a sequence type, which allow to fix the order over a set of interval variables. It should be noted that the absent interval variables will not be taken into account in this order. We present below the sequence variables used in our model:

- An array \( S \) of \( m \) sequence variables, defined over the set of interval variables \( B_{ij} \) with \( i \in I_k \), \( k = 1, \ldots, r \). The sequence variables should indeed be defined over a set of interval variables. The sequence variable \( S_j \) thus represents the order over the set of operations assigned to machine \( j \), with \( j = 1, \ldots, m \).

- An array \( T \) of \( r \) sequence variables, defined over the set of interval variables \( A_{ik} \) with \( i \in I_k \), \( k = 1, \ldots, r \). Each sequence variable \( T_k \) with \( k = 1, \ldots, r \), thus represents the order over the set of operations using the resource \( k \).

### 3.2. Presentation of the model

Below, we give the objective function and the constraints of our constraint programming model:

\[
\begin{align*}
M \in C_{\text{max}} & \quad (1) \\
\text{alternative}(A_{ik} \{B_{ij}^1 \ldots B_{ij}^m \}) & \quad \forall i \in I_k, k = 1, \ldots, r \quad (2) \\
\text{span}(M_j, B_{ij} \forall i \in I_k, k = 1, \ldots, r) & \quad \forall j = 1, \ldots, m \quad (3) \\
C_{\text{max}} & \geq \text{endOf}(M_j) \quad \forall j = 1, \ldots, m \quad (4) \\
\text{noOverlap}(S_j, B_{ij} \forall i \in I_k, k = 1, \ldots, r) & \quad \forall j = 1, \ldots, m \quad (5) \\
\text{noOverlap}(T_k, A_{ik} \forall i \in I_k) & \quad \forall k = 1, \ldots, r \quad (6)
\end{align*}
\]

The objective function is given in (1) and consists in the minimization of the makespan \( (C_{\text{max}}) \). Constraint (2) is of an alternative type, which is used for the obligatory selection of an interval variable from a set of optional interval variables. In our model, this constraint defines the assignation of an operation to one of the \( m \) machines, as all the machines are identical. Mathematically, constraint (2) can be substituted by the three following equations (7), (8) and (9):

\[
\begin{align*}
\sum_{j=1}^{m} \text{presenceOf}(B_{ij}^k) & = 1 \quad \forall i \in I_k, k = 1, \ldots, r & \quad (7) \\
\text{startOf}(A_{ik}) & = \max_{j=1,\ldots,m} \left( \text{startOf}(B_{ij}^k) \right) \quad \forall i \in I_k, k = 1, \ldots, r & \quad (8) \\
\text{endOf}(A_{ik}) & = \max_{j=1,\ldots,m} \left( \text{endOf}(B_{ij}^k) \right) \quad \forall i \in I_k, k = 1, \ldots, r & \quad (9)
\end{align*}
\]

Constraint (3) is a span constraint, which is a constraint type used to define a dependence relation between some interval variables. In our model, constraint (3) ensures that the duration of work of each machine covers the set of operations that are assigned to it. Mathematically, this constraint can be substituted by the three following equations:

\[
\begin{align*}
n \times r \times \text{presenceOf}(M_j) & = \sum_{k=1,\ldots, r}^{r} \sum_{i \in I_k} \text{presenceOf}(B_{ij}^k) \quad \forall j = 1, \ldots, m \quad (10) \\
\text{startOf}(M_j) & = \min_{k=1,\ldots, r} \left( \text{startOf}(B_{ij}^k) \right) \quad \forall j = 1, \ldots, m \quad (11) \\
\text{endOf}(M_j) & = \max_{k=1,\ldots, r} \left( \text{endOf}(B_{ij}^k) \right) \quad \forall j = 1, \ldots, m \quad (12)
\end{align*}
\]
Constraint (4) ensures that the makespan is greater or equal to the work ending-time of each machine. Finally, constraint (5) ensures that the operations assigned to the same machine are not performed at the same time while constraint (6) does the same with the operations using the same resource. For a better understanding of the functioning of constraints (5) and (6), we provide below another way to write those constraints using the mathematical logic and the following propositions:

- \( u_{j_k}^t \): This proposition is true if \( \text{presenceOf}(B_{i_k}^t) = 1 \).
- \( v_{i_k}^{t'} \): This proposition is true if \( \text{startOf}(B_{i_k}^t) \leq \text{startOf}(B_{i_k}^{t'}) \).
- \( w_{i_k}^{t'} \): This proposition is true if \( \text{endOf}(B_{i_k}^t) \leq \text{startOf}(B_{i_k}^{t'}) \).

Constraint (5) therefore ensures that the following property is true for each couple of operations:

\[
\neg v_{i_k}^{t'} \land u_{j_k}^t \land u_{i_k}^{t'} \rightarrow w_{i_k}^{t'}
\]

Similarly, constraint (6) can be represented by the following propositions:

- \( y_{i_k}^{t'} \): This proposition is true if \( \text{startOf}(A_{i_k}) \leq \text{startOf}(A_{i_k}^{t'}) \).
- \( z_{i_k}^{t'} \): This proposition is true if \( \text{endOf}(A_{i_k}) \leq \text{startOf}(A_{i_k}^{t'}) \).

Hence, constraint (6) ensures that the property below is true for each couple of operations using the same resource:

\[
y_{i_k}^{t'} \rightarrow z_{i_k}^{t'}
\]

4. Experimental study

We will now assess the computational times of our constraint programming model and determine the limit of the instance sizes that can be solved in a reasonable time with the IBM Cplex solver. The performance of this model will also be compared to those of the two linear mathematical models presented in [1] and that we briefly explain below.

4.1. Comparative linear models

The first model provided by Abdeljaoued et al. [1], named \((F1)\), is based on machine scheduling formulation, where the assignation of the operations to the machines and their processing order are determined with binary variables: the order of the operations using the same resource is thus determined using a binary variable \( X_{i}^{t} \) which is equal to 1 if the operation \( i \) is the \( s \)th operation to use its resource and 0 otherwise; and the order of the operations processed on the same machine is decided with a binary variable \( Y_{i}^{t} \) which is equal to 1 if operation \( i \) is the \( t \)th operation to be processed on machine \( j \) and 0 otherwise.

The second mathematical model of Abdeljaoued et al. [1], named \((F2)\), is inspired by 2-dimensional strip-packing problems, in which a set of rectangular items is to be packed in a strip which total used height has to be minimized. The analogy between this problem and the \( P|\text{Res.}|11|C_{\text{max}} \) lays in the correspondence between the items and the operation (i.e. the height of an item represents the duration of the operation), the one between the width of the strip and the machines (the width of every item is equal to 1 to ensure that each operation only occupies a single machine), and the correspondence between the height of the strip and the makespan. To represent the disjunctive constraints between the operations using the same resource, the items are placed in groups and those belonging to the same group cannot be placed at the same height of the strip. Such a model is based on binary variables \( l_{ij} \) and \( b_{ij} \), which determine the position of each couple of items in relation to one another.

To improve the performance of models \((F1)\) and \((F2)\), we added two inequalities to represent the lower bound of the problem. This technique indeed allows reducing the solving times of the mathematical solvers, since we indicate that when the minimized \( C_{\text{max}} \) reaches a value that is equal to the lower bound, the solving process can stop. The lower bound of the \( P|\text{Res.}|11|C_{\text{max}} \) is given by inequalities (13) and (14), where \( p_i \) is the processing time of operation \( i \).
Inequality (13) ensures that the makespan is greater or equal to the total duration of work of the resource with the longest workload, while inequality (14) ensures that the makespan is greater or equal to the total duration of the operations divided by the number of machines.

4.2. Test instances

The instances of our experimental study have been chosen as follows: For every tested number of machines $m$ that we gradually increase, we determine for the number of resources $r = m + 1$, the maximal number of operations that allows reasonable computational times. Then, we gradually increase $r$ and analyze the evolution of the solving times. The operations’ durations are generated with a uniform distribution in the interval $[1, 99]$. Starting each instance size with a number of resources $r = m + 1$ is justified by the fact that for $r \leq m$, the optimal solution of the problem can be intuitively found by assigning all the operations using the same resource to a different machine (i.e. $C_{\text{max}} = \max_{k=1,...,r} \left( \sum_{i \in I_k} p_i \right)$).

4.3. Comparative tests and results

The tests are performed with the IBM Cplex12.5 solver on 4GB RAM computer with an I3 processor. For each instance size, 5 tests are performed. The average solving times of the constraint programming model and models (F1) and (F2) for each instance size are given in table I, where min and sec respectively stands for minutes and seconds. Let us note that the solving duration for an instance size can depend on the data generated (i.e. the processing times of the operations) and can therefore slightly vary from a test to another. This variation can go from seconds to minutes as the sizes of the tested instances get larger.

<table>
<thead>
<tr>
<th>Instance size</th>
<th>Solving times</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machines</td>
<td>Resources</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From table I, we can see that while the linear model (F2), which uses fewer variables and constraints than model (F1) [1], gives respectable outcomes, its computational times are outperformed by far by those of
the constraint programming. Indeed, for all the tested instances the solving times of the constraint programming model barely exceed 1 second while those of models (F1) and (F2) can go beyond hours. To determine the limit of instance sizes that can be solved in a reasonable time with this model, we therefore enlarged the sizes of the tested instances.

The average computational times obtained with the constraint programming for these bigger instances are indicated in table II. The results show that the solving times of the model starts to become quite long from the (8 machines, 15 resources, 150 operations) instances and reach 1 hour from the (10 machines, 15 resources, 75 operations) instances. These outcomes constitute a significant improvement in comparison with model (F2) whose computational times for smaller instances can be much longer.

### Table 2: Solving times of the constraint programming model for the bigger sized instances

<table>
<thead>
<tr>
<th>Instance size</th>
<th>Solving times of the constraint programming model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machines</td>
<td>Resources</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
</tr>
</tbody>
</table>

From this experimental study, we can therefore conclude that, dealing with scheduling problems, constraint programming modeling techniques can present a serious advantage in comparison with classical linear formulations, whose solving with mathematical solvers can be based on an ineffective relaxation.

## 5. Conclusion

In this paper, a parallel machine scheduling problem under resource reservation constraints is studied. This problem consists in a set of operations that have to be scheduled on parallel machines. To be processed, each operation requires the use of a specific type of resource, from a set of resources where each type is available in a single copy. This problem is NP-hard for a number of machines \( m \geq 2 \) and noted \( P|\text{Res.1}|C_{\text{max}} \) [6].

In this work, we focus on the exact solving of the problem and we provide a constraint programming model. The performances of this model in terms of computational times are compared to those of two linear mathematical formulations from the literature and the obtained results highlight the high performance of the proposed model. Indeed, the computational times obtained with the constraint programming outperformed by far those of the two other models for all the tested instances. The constraint programming model thus allowed solving to optimality and in a reasonable time much bigger instance sizes.

Perspectives of this work consists in investigating whether there is a possibility or not to apply the constraint programming modeling techniques to scheduling problems with more complex constraints. The next step of this work thus includes testing the performance and the limit of constraint programming models when adding new constraints to the \( P|\text{Res.1}|C_{\text{max}} \), such as the setup times or the operations’ ready-dates and due-dates.
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